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 Multiple sets of acoustic tokens (with different values of m and n)
can be learned jointly by adding more targets and output networks

* More improvements when given fewer transcribed utterances

* Different acoustic token sets was slightly complementary




