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## Abstract



 shown that our method outperforms the existing bee pose estimation algorithm on two challenging datasets of bees.

## Introduction

Animal pose estimation is important for behavior study of animals such as bees[1]. Our dataset shows that behaviors of bees could be trained in controlled stimulus conditions, e.g., different light conditions or human interference such as feeding the bee sugar water with a stick(b). These behaviours can be reflected as movements of bee body parts such as their antennae or mouthparts. Bee pose estimation is challenging because the bee body parts exhibit self-similarity and self-occlusions. Moreover, the number of bee body parts could be varying(c--f) and there may be weak correlation among the movements of different bee body parts. To address the aforementioned issues, we present a unified framework that utilizes ConvNets for bee pose estimation.
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Figure 1: Example images of various bee poses. The right antenna is represented by green dot, the tongue is represented by red and the left antenna is colored in blue. (a) All tips are present; (b) the sugar water is fed to a bee with a stick; (c)-(e) some body parts are not visible; (f) the antennae may move backwards in some rare cases; (g) part of the tongue is occluded by the right antenna; (h) all parts are absent.

## Pose Estimation Method

We aim to estimate the pose $\mathbf{P}=\left\{\mathbf{x}^{n} \mid 0 \leq n \leq N, \forall \mathbf{x}^{n} \in \Re^{2}\right\}$ from a single image $I$, where $\mathbf{x}^{n}=\left\{x^{n}, y^{n}\right\}$ denotes the position of a tip in image coordinate system.
Our framework imposes constraints to the solution space based on two cues: local appearance and global structure to map the image $I$ to the corresponding pose $\mathbf{P}$. On the one hand, we present a new net structure based on VGG-16[2] (Fig. 2b) for predicting confidence map (Fig. 2c) of possible tip positions. On the other hand, we employ a fine-tuned GoogLeNet[3] (Fig. 2d) to extract feature vectors which representing the global structure of input images and construct a feature space. Assuming that similar poses would have similar features, the data point of the test image should lie close to the training images with similar pose in the feature space. We use $K$ nearest neighbour (KNN) search to find the $K$ training images with similar pose as the test image and compute nearest neighbour anN search
the probability masses of the tips positions (Fig. 2e-f). Combining the local and global information, the pose of the probability masses of the tips
a bee can be estimated (Fig. 2g).
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Figure 2: Data flow.
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Figure 3: Details of the modified VGGNet in our framework. All the tips share weights up to $7 \times 7$ layer, features for specific tips and background are learned from corresponding path.
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Experimental Results


Figure 4: Examples of confidence maps of different tips.


Figure 5: Examples of KNN results.
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