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Introduction 
In the past few years, high dimensional data emerge in many domains. Unsupervised feature selection has been proven to be an 

efficient technique in mitigating the curse of dimensionality. Moreover, the self-similarity property of objects, which assumes that a 

feature can be represented by the linear combination of its relevant features, has been successfully used in unsupervised feature 

selection. In this paper, we propose an algorithm that consider both the self-representation property and the manifold structure.  

Curse of Dimensionality Visualized High-Dimensional Data 

MRSR 

A data matrix with outliers and redundant features. (a) Corrupted data matrix (b) Redundant features and (c) Outliers. 

In RSR, data matrix 𝑋 is used as the response matrix, and each feature can be represented by all the features with different 

representation coefficients. However, RSR did not take the structure information of unlabeled data into consideration. Motivated 

by the manifold learning, we further incorporate a manifold regularization term to preserve data similarity. According to the 

discussion above, now we have the following minimization problem: 

 

𝑊 = argmin 𝑋 − 𝑋𝑊 2,1 + 𝜆0𝑡𝑟 𝑊𝑇𝑋𝑇𝐿𝑋𝑊 + 𝜆1 𝑊 2,1 
 

We call the above model Manifold Regularized Self-Representation (MRSR) for unsupervised feature selection. 

Algorithm 
The model discussed above is actually convex, but both the loss function and the regularization terms are non-smooth. In this 

section, we solve the optimization of MRSR using Iterative Reweighted Least-Squares (IRLS) algorithm. 

Given the current estimation 𝑊𝑡 , we define the diagonal weighting matrice 𝐺𝐿
𝑡, 𝐺𝑅

𝑡  by 𝑔:,𝑖
𝑡 = 1/2 𝑥𝑖 − 𝑥𝑖𝑊

𝑡
2, 𝑔𝑅,𝑖
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2
. 

In order to avoid the overflow error, a sufficiently small value 𝜖 is introduced by defining by 𝑔:,𝑖
𝑡 = 1/max ( 𝑥𝑖 − 𝑥𝑖𝑊

𝑡
2, 𝜖) and 

𝑔𝑅,𝑖
𝑡 = 1/max ( 𝑤𝑗

𝑡

2
).The formal algorithm is stated in Algorithom 1. 

Dataset Summary 
In this paper, we use six real-world datasets for extensive experiments. We use six real-world datasets for extensive 

experiments. There are 4 face image datasets ( i.e., warpPIE10P, warpAR10P, pixraw10p, orlraws10P) and 2 microarray 

datasets ( i.e., TOX-171 and CLL-SUB-111). 

Experimental Results Parameter Setting 

• We fix k = 5 for all the datasets to specify the neighborhood size.  

• We tune the bandwidth and two regularization parameters from {10−6, 10−5, 10−4, ⋯ , 105, 106} and record the best result.  

• For feature dimension, we set the number of features as {10, 20, 30,⋯ , 150} and report the average results over different 

dimensions.  

• The K-means clustering algorithm is performed on the selected features by different algorithms. The experiment is run for 20 times 

with different random initializations. The average results are reported for all the comparing algorithms. Clustering results (ACC)  Clustering results (NMI) Classification rates(%) 

ACC(𝜆1 = 0.001) ACC(𝜆0 = 0.001) NMI(𝜆1 = 0.001) NMI(𝜆0 = 0.001) 

MRSR achieves the best performance in terms of clustering accuracy, NMI and classification accuracy among all the competing 

methods. Besides, we also investigate the sensitiveness of the parameters of MRSR. The experiment result indicates that our 

method is not very sensitive to the number of the features. Furthermore, the performance of MRSR is also not very   sensitive to 

parameters 𝜆0 and 𝜆1. 

Conclusion 

In this paper, we proposed a manifold regularized self-representation (MRSR) model for unsupervised feature selection. The 

L2,1-norm is used to measure the self-representation residual to alleviate the impact of the outliers. The representation 

coefficients are also regularized by the L2,1-norm sparsity to select effective features. To maintain the sample similarity of the 

raw space in the reconstructed space, a manifold regularization is imposed on reconstructed samples. As a result, the most 

representative features which can reconstruct other features and preserve locality are selected. The experiment results validated 

the effectiveness of MRSR in terms of both the clustering and classification performances. In the future, we will extend MRSR 

tasks to multi-view or classification problems. 


