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Problem Statement and Motivation

e Color is a low-level feature that is used in several applications — detection, recognition,

e Several perceptual studies [1] have shown that categorical perception plays an important

retrieval, and tracking of objects.

role in the process of color discrimination and color memorization.

e Inspired by the human categorization in color theory [2, 3, 4], this paper proposes a lookup

table for compact representation of color spaces, which reduces the space of color to 11
categories.

e A reduced color space will be particularly suitable to content-based image retrieval and

classification tasks.

Previous Work

Given the 11 color names, chip-based methods [5, 6, 7] rely on a controlled experimental
setup in which the color category of particular color chips is decided by human subjects.
Based on the distance from those “anchor chips”, the category of the rest of triplets in a
color coordinate system can be determined.

Those chip-based methods perform poorly, though, as they sample the RGB color
coordinate system only sparsely.

To overcome such drawbacks, the techniques of [3, 8] adopt a modified version of
probabilistic latent semantic analysis (PLSA) to learn color names from real-world images
queried from Google, taking into account the color label of queried images.

In [9], the authors started with an off-the-shelf color naming. Relying on learned human
prioritization of colors on natural images, they assigned a dominant and an associative
color name to every image region. Hence, they boosted the pixel-level color naming to the
imagel/region level.

Learning by Transduction

Learning by transduction exploits both labelled
and unlabelled data points to infer a discriminative
model.

This is particularly useful if the labelled points are
scarce and if the data points are well-separated in
the feature space.

For discretization, graph Laplacian methods are adopted. They are based on a discrete
approximation of the s-weighted Laplacian operator [10].

¢ In these methods, a graph with nodes representing the data points is constructed, where

the edge weights are induced by a kernel and represent the similarities between the data
points.

e The discrete approximation for the original optimization problem is given by

(1)

min (F —Y)'C(F -Y)
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e The n-dimensional vector F can then be obtained by solving the linear system given by

(L+C)F=CY. (2)
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4 Proposed Method - Main Ildea and Label Gathering Experiment

e We propose a semi-supervised learning-based scheme for color reduction using graph

Laplacian-based transduction [11].

e Color names (labels) for sparse triplets in the RGB cube are first provided by a group of 31

volunteers (tested for vision problems) to enforce a perceptually relevant labelling.
Experiments were carried out in an average office environment with monitors equipped
with 16 million-color graphics cards.

6 Proposed Method - Label Propagation [Cont.]

® Then, we solve a graph transduction problem by minimizing an objective
function and solving the corresponding linear system given by eqn.(1)

and eqgn.(2).

e We get a vector of scores whose length equals to the number of triplets
in the sub-cube, and whose elements indicate the degree of acceptance

of the proposals by triplets in the sub-cube
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Then, the acquired sparse labels are propagated to the whole RGB cube by means of the
transduction of a graph whose nodes/vertices are all the triplets in the RGB cube.

The output is a lookup table that maps every RGB triplet to a fuzzy color naming vector
that indicates how likely a triplet is affiliated with each of the 11 basic color labels.

Each volunteer was assigned three images to be labelled within a maximum of 20 minutes.
Every image was shown as a set of super-pixels and the volunteers were instructed to give
every super-pixel one of the 11 Basic Color Labels .

Contrary to chip-based methods, we require the labelled triplets to sample the RGB cube
efficiently. We chose images to be labeled by solving a knapsack problem.

Proposed Method - Label Propagation

First, we compute a Normalized Word Count for every RGB triplet in the labelled images

That count is a vector of 11 elements, each of which is the number of times an RGB was assignhed a particular

label, divided by total number of its occurrence in labeled images

A triplet in labelled images might have existed several times, and might have been assigned different labels by

different/same participants since the context of an image was found to influence color nam
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e We compared our results with 3 SOTA techniques
[3, 8, 9] on 2 standard datasets (eBay and BSD500)

e Experiments were conducted on 2 color coordinate
systems, RGB and CIEL*a*b, and the performance
was found to be consistent across both systems.

Fig. 6: Results of the proposed color naming method
on the eBay dataset. From left to right: the original
image, our graph cuts-smoothed CTI-Rk3 and CTR-
Rk3 color maps, and the map of PLSA-bg™ [3].

--------
~

ing.

Border of Proposals Pool
Mostly-red Proposals

Label propagation step is started by dividing the RGB cube into H sub-cubes, and computing a pool of proposals 6

— the triplets not farther than a certain Euclidean distance away (in RGB space).

Figure 2 depicts an example of an RGB sub-cube, its corresponding pool of proposals,
names (red, pink, and orange).

We loop over the sub-cubes, and over every dominant color name. For every loop, we construct a graph with nodes
representing the RGB triplets in the sub-cube and the proposals affiliated with the color name of the current loop.

Proposals |
of a Sub-cube

and its dominant color

RGB Triplets |
in Sub-cube

e The entries of the Laplacian matrix of this graph are calculated using the

e We show results for CTIl (no prior information)
and CTR (taking prior information into
consideration) approaches for color naming.

e We also show results for rank 1 (Rk1) through
rank 3 (Rk3) classification.

e For visualization purposes, Rk3 results are
shown as graph cuts-smoothed color maps.

cuts-smoothed CTI-Rk3 maps.
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7 Proposed Method - Label Propagation [Cont.]

o After obtaining the vector F, we define the color naming vectors of the
triplets in the sub-cube by

(4)

1 N
Cih — ﬁnz::lFs X Wn,

A Bayesian Formulation for Color Naming

e For assignhing a color name to a triplet, we have a likelihood term which is
the color naming fuzzy vectors of the lookup table, and a prior term
induced by a cooccurrence matrix, M. The color naming problem can be
formulated in a Bayesian fashion as:

(3) p(I| T, L) o p(Ti|l)p(I| L) (5)

Results

Table 1: Comparison of pixel annotation scores of the
methods proposed in [8] and [9] with our method.
The third and the fourth sections of the table show
the results of annotating pixels with and without
considering the image label prior. For the two
methods, we show the score for rank 1 (Rk1), rank 2

(Rk2), and rank 3 (Rk3) labelings.

Method Cars Shoes Dresses Pottery Overall

PLSA-ind 81| 56 77 30 70 70.6
PLSA-reg BI| 74 94 85 82 834
DA [9] 63 388 83 79 78.8
CTI-Rkl 51.1 64 69.2 57.2 60.4
CTI-Rk2 70.7 817  86.5 71.5 79.1
CTI-Rk3 78.6 882 91.3 85.4 85.9
Fig. 7: Results of the proposed method on CTR-Rkl 88.1 94 749 V2.3 92.3
the BSD500 segmentation dataset. From left CTR-Rk2 38.6 94.2 95 92.7 92.6
to right: original image, CTI-Rk1 and graph- CTR-RKk3 801 944 05.1 03 4 03
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