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Abstract
We propose an unsupervised hashing method called Anchor-based Probability Hashing (i.e. APHash) to preserve the 
similarities by exploiting the distribution of data points:
• Distances are transformed into probabilities in both original and hash spaces.
• Instead of constructing 𝒏𝒏 × 𝒏𝒏 probability matrices within the whole training set as in SePH[1], we first randomly select 

a small set of 𝒎𝒎 anchors then construct asymmetric probability matrices of size 𝒎𝒎 × 𝒏𝒏 to avoid high complexity issue. 
Method
Step 1

In the original space, we construct probability matrix 𝓟𝓟
between the small set of 𝒎𝒎 anchors 𝑪𝑪 and the whole 
training set 𝑿𝑿 of 𝒏𝒏 data items. Define 𝒑𝒑𝒋𝒋|𝒊𝒊 as the probability 
of assigning 𝒙𝒙𝒋𝒋 to anchor 𝒄𝒄𝒊𝒊. 𝓟𝓟 is normalized row by row.

𝒅𝒅(𝒄𝒄𝒊𝒊,𝒙𝒙𝒋𝒋) denotes the Euclidean distance. 𝜽𝜽 is the threshold 
indicating the average distance between 𝒄𝒄𝒊𝒊 and its 𝒌𝒌
nearest neighbors computed as follows

Step 2

Experimental Results

In hash space, we define 𝓠𝓠 as the probability distribution 
with Hamming distance. Inspired by t-SNE[2], we utilize t-
distribution with one degree freedom to transform Hamming 
distance into probabilities.

𝐡𝐡𝒊𝒊 and 𝐛𝐛𝒋𝒋 denote hash codes of anchor point and training set 
item respectively. Hamming distance can be transformed to 
Euclidean distance with 𝒈𝒈 𝐡𝐡𝒊𝒊,𝐛𝐛𝒋𝒋 = ⁄𝟏𝟏 𝟒𝟒 𝐡𝐡𝒊𝒊 − 𝐛𝐛𝒋𝒋 𝟐𝟐

𝟐𝟐.
During optimization process, they are relaxed to real-value 
vectors �𝒉𝒉 and �𝒃𝒃 to make the problem tractable.

Step 3
 The overall objective function of APHash containing two 

parts: KL-divergence loss and Quantization loss. 

𝝀𝝀 is a hyper parameter to balance two parts.
J0: KL-divergence loss measures the difference between 
𝓟𝓟 and 𝓠𝓠 to make them as consistent as possible.

J1: Quantization loss forces the relaxed entries of matrices 
�𝑯𝑯 and �𝑩𝑩 to be closed to ±𝟏𝟏 during optimization.

𝓙𝓙𝟏𝟏 = ⁄𝟏𝟏 𝒁𝒁𝑯𝑯 �𝑯𝑯 − 𝟏𝟏 𝟐𝟐
𝟐𝟐 ⁄+𝟏𝟏 𝒁𝒁𝑩𝑩 �𝑩𝑩 − 𝟏𝟏 𝟐𝟐

𝟐𝟐

 We apply alternating stochastic gradient descent method 
to optimize the model.

• We compute the derivative w.r.t. �𝒉𝒉 and �𝒃𝒃 as 𝝏𝝏𝑱𝑱
𝝏𝝏�𝒉𝒉

and 𝝏𝝏𝑱𝑱
𝝏𝝏�𝒃𝒃

.
• The overall objective is optimized w.r.t one parameter 

while fixing another until model converges.
• we use 𝒔𝒔𝒊𝒊𝒈𝒈𝒏𝒏() function to obtain final hash code 𝑯𝑯 and 𝑩𝑩

Step 4
For out-of-sample extension, linear model is applied to learn 
hash function with the learned binary codes of anchor set 
𝑯𝑯. The objective function is 

The learned binary code 𝑩𝑩 is fixed and treated as index of 
database.

Two labeled datasets are used to evaluate the model: CIFAR-10 and YouTube Faces.
CIFAR-10@8-bit YouTube Face@8-bit
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Conclusions
• We propose an unsupervised Anchor-based Probability 

Hashing, APHash. 
• Basically, it learns informative hash codes by making 

use of the correlation between anchors and whole 
training set items.

• Experimental results on two datasets demonstrate the 
effectiveness of the proposed APHash.
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