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What is anomalous?
Anomalies are regions not conforming with the
rest of the image. The background can be com-
plex, but we subtract its self-similar part and de-
tect anomalies on the residual, which should be a
noise.

Claims, disclaimers
• Should work with an arbitrary image
• Should work with only one image
• Doesn’t work with semantic anomalies

Our algorithm in a nutshell
Our algorithm can be decomposed into three
steps:

1 Remove self-similar content of the image
2 Model the residual as noise
3 Detect with a multiscale statistical approach

Detection can be done on CNN (VGG [1] fea-
tures).
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Construction of the residual image

Left: Nearest patches are searched outside an
exclusion region. Right: Produced residual.

• For a ref. patch P, search similar ones Pi
outside a local exclusion region
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normalizing constant
• Aggregate all estimates to create the

residual
• Process all scales

Statistical detection by the a
contrario approach

• A contrario approach: Gaussian noise
hypothesis (after normalization)

• Detects at each scale
• Detection after convolution with small disks

to take into account correlations
• Given pixel i, thresholding

f(i,x) = NP(|Xi| ≥ |xi|)
by ε gives a guarantee of maximum ε false
alarms in the a contrario model [7]

• Number of tests:
N = Nkernel ·Nchan ·

∑Nscales
s=1 |Ωs| where Ωs

is the residual pixels (Nchan channels),
Nscales the num. of scales and Nkernel the
num. of kernels
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Optional steps

Experimental validation
Input pixels conv1_1 conv2_1 conv3_1 SALICON [5]Itti et al.[3]Mishne - Cohen [2] DRFI [4]


