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Summary

In many image segmentation settings where users 
interact with a computer using only limited, low-
complexity inputs, segmentation algorithms must remain 
robust to input errors while outputting segments 
specified by the user as efficiently and accurately as 
possible. We study the scenario of segmentation of real-
world objects in images specified by a user with noisy, 
binary inputs. We achieve this by modeling an ellipse 
circumscribing the user’s desired segment as a message
in a communications channel with feedback and 
extending an optimal algorithm in feedback information 
theory. We compare our algorithm (EllipseLex) against a 
baseline method in simulation and demonstrate its 
improved performance for segmenting objects in images.

Main result: simple, optimal algorithm for interactive 
object segmentation with noisy, binary inputs
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Main finding: EllipseLex is a simple, efficient, and 
robust method for interactively specifying real-world 
objects in images with noisy, binary inputs

Construction of ellipse lexicon

Ellipse selection with binary inputs

• specify ellipse masking desired object

• using only binary inputs

• subject to binary noise (i.i.d. symmetric bit flips)

➢ ellipse masks can circumscribe many real-world objects

➢ mask can be enhanced with any bounding box post-
processing algorithm (e.g. GrabCut)

Comparison against prior work

Experimental resultsNoisy channel with feedback

Interactive model: feedback communications system

• Message 𝜔: desired ellipse

• Encoder: user issuing binary inputs

• Binary-symmetric channel (BSC): noisy channel with 
chance of input bit flip i.e. crossover probability of 𝜖

• Decoder: desired ellipse guessed as ෝ𝜔

• Delay: channel outputs observable by encoder

Application via lexicographical ordering

Construct a lexicon 𝒁 of ellipse masks

• lexicographical ordering: two ellipses 𝒛𝑖 and 𝒛𝑗 can be 

sorted (or alphabetized)

• each ellipse has letters from distinct alphabets

• alphabetize by comparing first letter that differs 
between 𝒛𝑖 and 𝒛𝑗

• use ellipse lexicon as ordered message set in BZ

Interactive object segmentation

Specify real-world object region of interest in image 
using only noisy, low-complexity inputs

Example scenarios

• hands-free operating room (foot pedal switch)

• repetitive strain injury prevention

• brain-computer interfacing for paralyzed users

• non-traditional motor commands (tongue drive)

Optimal communication with feedback

Discrete message set: Burnashev-Zigangirov (BZ) algorithm

➢ posterior matching with ෝ𝜔 set to approximate median of 
posterior distribution over ordered message set

• simple, intuitive encoding rule

• only needs to compare guess (ෝ𝜔) and intent (𝜔)

• efficient in the number of inputs

• robust to bit flip errors

Posterior matching encoding / decoding scheme:

𝑋𝑘 = ቊ
1, 𝜔 ≥ ෝ𝜔
0, else

ෝ𝜔 = median(𝐹𝜔|𝑌𝑘−1)

𝑃 𝜔 − ෝ𝜔 > 2−𝑘𝑅 → 0 as 𝑘 → ∞, i.e. ෝ𝜔 → 𝜔

for any 𝑅 < 𝐶 (channel capacity)

Ellipse letters:

1) vertical position: y

2) horizontal position: x

3) angle: Θ

4) major axis length: a

5) minor-to-major axis

aspect ratio: r

Row 1: source image

Row 2: ground-truth segment

Row 3: EllipseLex
(no post-processing)

Row 4: N-Questions

➢ Comparison against ‘N-Questions’ baseline

➢ active, pixelwise ‘20 Questions’ style game: is my 
guessed pixel in your region of interest?

➢ performs well on arbitrary regions of interest

• Simulated runs using MS-COCO object segments

• Segmentation performance metric: F1 score

• harmonic mean of precision and recall

• between 0 and 1, higher scores better

• F1 score compared after K inputs

• i.i.d. binary noise at fixed crossover probability

• 0% (noiseless), 5%, 10% error

• Low/High lexicon resolution

• EllipseLex-Low alphabet sizes: (15,20,10,20,10)

• EllipseLex-High alphabet sizes: (100,100,20,20,10)

Analysis 1: F1 versus number of inputs

Analysis 2: F1 versus segment area (30 inputs)

Analysis 3: F1 versus object category (30 inputs)

➢ EllipseLex outperforms N-Questions

➢ EllipseLex-High achieves highest specificity

➢ EllipseLex outperforms N-Questions

➢ EllipseLex-Low: faster F1 growth, noise resilient

➢ EllipseLex-High: greater achieved F1 in noiseless setting

➢ higher EllipseLex performance on small/medium segments

➢ higher N-Questions performance on large segments

➢ user implicitly envisions ellipse 
mask around desired object

➢ steers current guessed ellipse 
towards object with BZ 
algorithm and lexicon rules

➢ ellipse progresses from coarse 
to fine approximation of object
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