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Introduc�on

Nonparametric Bayesian models have been implemented in dic�on-

ary learning. However, for signal samples from mul�ple subspaces, 

exis�ng methods only learn one uniform dic�onary and thus are not 

op�mal for represen�ng the subspace structures. To address this is-

sue, we first u�lize a combina�on of Dirichlet process and hierar-

chical Beta process as priors to infer the latent subspace number 

and dic�onary dimension automa�cally; second, to derive tractable 

varia�onal inference, we modify the priors with the Sethuraman's 

construc�on and further employ the mul�nomial approxima�on. 

Experimental results indicate that our approach can achieve a set of 

nonparametric subspace dic�onaries, while showing performance 

enhancements in the tasks of image denoising.

Nonparametric Bayesian Model

The conven�onal dic�onary learning framework:

The basic model for subspace dic�onary learning:

where             denotes the subspace index of signal sample

In nonparametric Bayesian framework, our model includes 3 parts:

(1) Sparse representa�on using subspace dic�onaries:

(2) Modeling subspace number with Dirichlet process:

(3) Describing subspace correla�on with hierarchical Beta process

Note: By placing a Dirichlet process over the mul�ple dic�onaries, 
the number of underlying subspaces can be automa�cally learned.

Note: By placing a hierarchical Beta process over the subspace dic-
�onaries, the correla�ons among them can also be described.

In contrast to the conven�onal HBP priors, we u�lize a Sethuraman’s 
s�ck-breaking construc�on to achieve closed-form inference. 

Varia�onal Inference

We focus on varia�onal inference procedures for the proposed DP-

HBP-based model by upda�ng factorized varia�onal distribu�ons  

to minimize their KL divergence, which is equivalent to the maximi-

za�on of the marginal likelihood lower bound 

To maximize it, we derive a coordinate ascent inference algorithm:

(1) Coordinate update for the Dirichlet process:

(2) Coordinate update for the hierarchical Beta process:

Note: To infer HBP parameters, we need to evaluate an expecta�on 
term which is a byproduct of lower bound and has not a closed form.
Here we resort to the mul�nomial approxima�on to lower bond it.

Note: For brevity, details of updated distribu�ons is omi�ed here.

Experimental Results

We evaluate the proposed varia�onal inference for nonparametric 

subspace dic�onary learning (NSDL) in image denoising tasks.

Comparisons of denoising PSNR as a func�on of noise devia�on:

(1) Learned atoms of differ-

ent subspace dic�onaries 

are grouped by textures;

(2) Dic�onary number and 

dimension are inferred;

(3) The proposed method 

provides improvement in 

the image denoising task.


