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Multiple-instance learning (MIL)

• Challenges with single-instance learning (SIL): 
o Labeling is time-consuming (for big data)
o Difficult to obtain individual labels (privacy or prohibitive labeling costs)

• Multi-instance learning: overcomes above labeling challenges
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Example of generalized multi-instance learning
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Y3=0 Y4=1

Y1=0 Y2=1

Y3=0 Y4=0
Y

# of positive instances
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# of positive instances1 321 3

Multi-instance learning Generalized multi-instance learning

Presence-based assumption Count-based assumption



Applications of GMIL

[1] H. Hajimirsadeghi, W. Yan, A. Vahdat, and G. Mori. Visual Recognition by Counting Instances: A Multi-Instance Cardinality Potential Kernel. (CVPR), 2015
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Instance annotation in MIL

• Training data: B bags, represented by {(Xb, Yb)}b=1 … n

• Xb is a set of nb instances for the bth bag {xb1, xb2,…, xbn }
• Each instance xbi ∈ 𝑅𝑅𝑑𝑑 is associated with a label ybi∈ {0, 1}

• Yb ∈ {0, 1} is the bag label for the bth bag

• Goal: Learn a classifier mapping 𝐑𝐑𝑑𝑑 to {0 1}
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Proposed model

(Case 1)

(Case 2)

(Case 3)
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Relation among:
-the bag label
-# of positive instances

Case 2 Case 3



Goal

Our goal: To learn the instance level classifier parameter w

Our challenge:
• Jointly learn the desired parameter w along with the nuisance 

parameter v of the bag labeler function 𝜙𝜙 𝑛𝑛; v .
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EM for inference 

Log-likelihood:

Complete log-likelihood:

Surrogate function:
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E-step

Depend on w only 

Depend on v only 

separate M-step for w, v



E-step
Forward message

Backward message

E-step 1 E-step 2
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is obtained for 𝑖𝑖 = 𝑛𝑛𝑏𝑏



M-step: Update w

 Can update w and v separately
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Newton method to update w



M-step: Update v
(Case 1)

(Case 2)

(Case 3)
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Newton methodClosed form v0 is discrete

Case 1 Case 2 Case 3



Real dataset experiments
• Datasets.

• HJA bird song recording, MSCV2 image annotation
• Select some classes as positive and treat remaining as negative
• Bag label is generated with threshold t

• Settings.
• SISL classifier: all instance labels are known. Dummy classifier: classifies instances purely based on label proportions
• CCE: Constructive Clustering Ensemble (SVM-based approach)

• CCE1: does not take into positive instances count
• CCE2: does take into positive instances count

• SORLR1-3: Implement for 3 cases
• ORLR: 𝑣𝑣0 is set to 0
• MIMLNC: negative class is considered novel

• Results and Analysis.
• Consider both instance level prediction and bag level predictions
• SORLR outperforms other baseline, especially SORLR3 since 
it models the data quite well.
• When t is large, most bags are negative. Thus, bag level 
prediction is high, but instance prediction is low

12



Conclusions

• A discriminative probabilistic model for generalized multi-instance 
learning is presented

• An exact and efficient inference framework is proposed

• Experiments show promising results compared to state-of-the-art 
alternatives
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