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## Adaptive filters



- Unknown filter w
- Access to $x_{n}, d_{n}$
- Estimate of unknown filter $\widehat{\mathbf{w}}_{n}$
- Estimation error $e_{n}=d_{n}-\widehat{\mathbf{w}}_{n}^{\top} \mathbf{x}$


## Adaptive filtering algorithms

1st order methods - Least mean squares (LMS)

- Stochastic gradient descent:

$$
\widehat{\mathbf{w}}_{n}=\underset{\mathbf{w}}{\arg \min } \mathbb{E}\left|e_{n}\right|^{2}, \quad \widehat{\mathbf{w}}_{n}=\widehat{\mathbf{w}}_{n-1}+\mu e_{n} \mathbf{x}_{n}
$$

- Cheap, robust

2nd order methods - Recursive Least Squares (RLS)

- Least squares problem:

$$
\widehat{\mathbf{w}}_{n}=\underset{\mathbf{w}}{\arg \min }\left\|\Lambda_{n}^{1 / 2}\left(\mathbf{X}_{n} \mathbf{w}-\mathbf{d}_{n}\right)\right\|^{2}
$$

- Complex, faster convergence, lower residual
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$$
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- Smaller system to solve!
- The J-L lemma implies $\|\mathbf{A} \tilde{\mathbf{x}}-\mathbf{b}\|^{2} \leq(1+\epsilon)\left\|\mathbf{A} \mathbf{x}^{\text {LS }}-\mathbf{b}\right\|^{2}$
- But no good bound on solution error
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## The iterative Hessian sketch

## The Hessian sketch for least-squares

M. Pilanci, M. J. Wainwright, Iterative Hessian sketch: Fast and accurate solution approximation for constrained least-squares, 2014.

Goal

$$
\min _{\mathbf{x}} \frac{1}{2}\|\mathbf{A x}-\mathbf{b}\|^{2}
$$

A : data matrix
b : response vector

## The Hessian sketch
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## The Hessian sketch for least-squares

M. Pilanci, M. J. Wainwright, Iterative Hessian sketch: Fast and accurate solution approximation for constrained least-squares, 2014.

Goal

$$
\min _{\mathbf{x}} \frac{1}{2}\|\mathbf{A} \mathbf{x}-\mathbf{b}\|^{2}, \quad \begin{aligned}
& \mathbf{A}: \text { data matrix } \\
& \mathbf{b}: \text { response vector }
\end{aligned}
$$

The Hessian sketch

$$
\tilde{\mathbf{x}}=\underset{\mathbf{x}}{\arg \min } \frac{1}{2}\|\mathbf{S A} \mathbf{x}\|^{2}-\left(\mathbf{A}^{\top} \mathbf{b}\right)^{\top} \mathbf{x}
$$

Sketch only data matrix, then

$$
\frac{\left\|\mathbf{x}^{\mathrm{LS}}-\tilde{\mathbf{x}}\right\|_{\mathbf{A}}}{\left\|\mathbf{x}^{\mathrm{LS}}\right\|_{\mathbf{A}}} \leq \delta
$$
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Relative error: $\epsilon$ in $N=\log (1 / \epsilon)$ iterations
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## Iterative Hessian sketch : summary

- Sketch data matrix, not the response vector
- $\epsilon$-approx of LS in $\log (1 / \epsilon)$ iterations
- Save computational cost of $\mathbf{A}^{T} \mathbf{A}$
$\mathbf{A}^{\top} \mathbf{A}$
$(\mathbf{S A})^{\top} \mathbf{S A}$
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## Recursion equation

RLS filter update
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RLS filter update

$$
\widehat{\mathbf{w}}_{n+1}=\underbrace{\left(\lambda \mathbf{R}_{n}+\mathbf{x x}^{\top}\right)^{-1}}_{\text {rank-1 update! }} \underbrace{\left(\lambda \mathbf{y}_{n}+\mathbf{x} d\right)}_{\mathbf{y}_{n+1}}
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## Thanks for your attention!



Code and figures available at
http://github.com/LCAV/SketchRLS/

