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INTRODUCTION
• We introduced a method for learning visualizations relevant to the user by multi-view latent variable factor-
ization
• Assuminguser interactiondata, the goal ofmulti-viewvisualization is to identifywhichaspects in theprimary
data support the user’s input and which aspects of the user’s potentially noisy input have support in the
primary data
• The proposed method exploits two sources (views) of information (primary data and the user interactions)
to identify which aspects in the two views are related and which are specific to only one of them.

EXPERIMENTAL RESULTS
Assumeauser is interested in grouping of data points. The auxiliary data contains similarity assessments, some
of which have support in the primary data and some not.

Figure 1: Visualizations obtained by di�erent methods on
RCV1 data set

Quantitative Comparison:

Table 1: Generalization error of k-NN classifier with k = 5
on low dimensional representations

Multi-Labelling Case Study:

Assume two users are interested in di�erent aspects of same data and give di�erent feedbacks (labellings). In
our experiment, one user is interested in the age of some abalones and the other user is interested in the sex of
the abalones.

Figure 2: Visualizations of Abalone data for two di�erent users interested in di�erent aspects of the data

APPROACH
D = [d]ij andF = [f ]ij are two relational countdata sets representing similaritiesbetweenpairsofN samples,
{xi}Ni=1 , from two di�erent views (D for data view andF for user view). The two views,D andF , aremodeled
with distributions p and q, respectively.
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Learning Algorithm:
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pi,j ∝ exp(−(yi − yj)TW (D)W (D)T (yi − yj))

qi,j ∝ exp(−(yi − yj)TW (F )W (F )T (yi − yj))

Locations on the dispaly, yi, can be estimated by maximizing the following log-likelihood function:
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• We have presented a statistical principle to identify and visualize aspects of data relevant to the user by ex-
ploiting statistical relations found between the primary data, and user-provided auxiliary data

• A main future goal is to use similar technique in interactive visualization where user interaction data will be
measured all the time and visualization needs to react faster
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GRAPHICAL MODEL
Gray and white nodes depict observed and hidden
variables, respectively. The ZD , Z, and ZF are
matrices containing all primary-data-specific latent
variables (zDi ), shared latent variables (zi), and user-
data-specific latent variables (zFi ), respectively. In
more detail, the entry dij ofD depends on the rows
i and j (shared vectors zi and zj) of Z, and the rows
i and j of ZD ; the dependencies for fi,j are analo-
gous.


