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Summary
•New models for time-dependent clustering
•Theory based on Dirichlet process mixture models
•Methods capable for processing data sequentially
•Extensions to hierarchical models

Introduction

• In many cases of unsupervised learning tasks, the
number of clusters is unknown beforehand.

•By assuming that the data are generated from a
Dirichlet process mixture model (DPMM) , we
can infer the number of clusters as well as their
parameters from the data.

• In our work, we proposed a new mixture model based on
a variation of the Dirichlet process [1], which is designed
for sequential learning from data.

•The new model enforces a moving data window of fixed
size and processes the data within the window
sequentially.

•We extended the model to a hierarchical model,
allowing for more flexibility.

(a) DPMM (b) HPDMM
Figure: Graphical model representation of DP-based mixture models.

Background

•A popular approach to model data without prior knowledge of the number
of clusters is based on Dirichlet process (DP) mixture models.

• In [1], a variation of DP, called Chinese restaurant process with
finite capacity (CRPFC) was proposed to observe the dynamics of
the data across time.

•The key modification is that the capacity of a restaurant is limited to a
finite number N . After the capacity is reached, the probability of a
customer xi seated at table k is

P (zi = k|zi−N+1, · · · , zi−1) ∝


n∗k

N−1+α, if k is occupied
α

N−1+α, if k is unoccupied
(1)

where n∗k is the number of customers currently seated at table k.

Models

1 Mixture models based on CRPFC:
• We choose the emission distribution to be multi-variate Gaussian.
• The sampling probability of tables after capacity is reached is

P (zi = k|z−i, x) =
b

n∗−i,k
N−1+α

∫
P (xi|θ)

[ ∏
j 6=i,
j∈J

P (xj|θ)
]
H(θ)dθ, if occupied

b α
N−1+α

∫
P (xi|θ)H(θ)dθ, if unoccupied

(2)

2 Hierarchical mixture models:
• We use metaphors similar to the Chinese restaurant franchise (CRF) process.
• The seating probability in restaurant j after the capacity is reached is

P (zji = t|zj,i−N+1:i−1) ∝


n∗jt
N−1+α if k is occupied

α
N−1+α if k is unoccupied

(3)

• The dish probability remains the same as the standard HDP mixture models [2]

P (θjt = φk|θ11, · · · , θj,t−1) ∝


mk

M+γ, if φk is drawn already
γ

M+γ, if φk is new
(4)
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Results

1. Simulation results of CRPFC mixture models:

(a) Simulated data distribution. Different
symbols represent samples from different
clusters.

(b) Variation of the number of samples in
a cluster with time.

2. Simulation results of hierarchical CRPFC mixture models:

(a) Time series 1

(b) Time series 2

(c) Time series 3
Figure: Number of points of the same cluster in different time series as functions of time.
The red line represents the true values, and the blue dots are the values inferred from data.


