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Abstract

Discriminative Dictionary Learning (DL) methods have been 
widely advocated for image classification problems. To 
further sharpen their discriminative capabilities, most 
state-of- the-art DL methods have additional constraints 
included in the learning stages. These various constraints, 
however, lead to additional computational complexity. We 
hence propose an efficient Discriminative Convolutional 
Analysis Dictionary Learning (DCADL) method, as a lower 
cost Discriminative DL framework, to both characterize the 
image structures and refine the interclass structure 
representations. 

In the past decade, sparse representation has been widely
and successfully applied to address a variety of image
processing and computer vision problems. One well known 
approach is the Synthesis Dictionary Learning (SDL), which 
recovers the signal by learning a dictionary with 
corresponding coefficients. To overcome the shortcomings of 
classical patch-based sparse representation and better 
translation invariance, convolutional filters were also 
introduced in SDL for signal and image processing 
applications. Due to this success in image processing, SDL has 
also been explored in image inference problems, such as 
image classification, by augmenting with some supervised 
learning constraints. Besides SDL, Analysis Dictionary 
Learning (ADL) has recently been of interest on account of its 
fast encoding and stability attributes. Inspired by the SDL 
methodology in image classification, ADL has also been 
adapted to the supervised learning problems by promoting 
discriminative sparse representations. In all above methods, 
both the structure of images and the structure between 
different classes play important roles in the classification task. 
Such structures increase the accuracy, but they also require a 
substantial amount of computation and time for training and 
testing. It is hence desirable to forego this potentially costly 
structure-promoting regularization and to instead embed the 
discriminating characteristics of ADL methods in the 
dictionary formulation itself. 

To this end, we introduce a convolutional mapping within the 
ADL framework, and embed its resulting feature resolution 
using its translation invariant structure. We thus propose the 
Discriminative Convolutional ADL (DCADL) method, which 
amounts to jointly learning a convolutional ADL and a linear 
classifier to ensure the capability of characterizing structures 
among individual images and across classes, while taking 
advantage of fast ADL encoding. To reduce the excessive 
training time, we propose a novel algorithmic technique 
which transforms convolution to a low-cost matrix 
multiplication. This turns DCADL into an efficiently solvable 
conventional discriminative ADL framework. 

Introduction

Let ! denote a training data matrix of " classes and Ω be an 
associated dictionary, Discriminative DL methods generally 
belong to the following optimization framework, 
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where 5DE = 1 if and only if image G belongs to class H, with
some structure-promoting constraint function ΦI Ω,., 5 ,
and a general classification objective functional 
Φ7(Ω, ., 5,8). 

Later, we simplify the Discriminative DL framework in Eq. (1) 
to the following by replacing ΦI(Ω, ., 5 ) by matrix reshaping 
operators: 
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where @O:, @O; are some matrix reshaping.

Discriminative Dictionary Learning

Four widely used visual classification datasets have been 
applied to evaluate our proposed DCADL.

Experiments and Results

We proposed an efficient discriminative convolutional ADL 
method for classification tasks. Our DCADL consists of 
learning a convolutional ADL together with a universal linear 
classifier. We further transformed the optimization 
framework of DCADL to a more efficient discriminative DL 
framework by eliminating structural constraint costs, while 
preserving the discriminative power. Our extensive numerical 
studies show the DCADL exhibits its highly competitive 
accuracies with significant efficiency. 

Conclusion
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This intuitive DCADL framework is defined as follows 
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where ∗ is convolutional operator, UDa ∈ @3b is the Hth atom 
(row) of size L × L in the analysis dictionary Ω, WE ∈ @c is the 
Gth image, and XD

E ∈ @1 is the Hth response map of the Gth
image corresponding to the convolution of the Hth atom. 

Segment an image WD into d patches [WDf, … , WDg] with 
L × L pixels, being of the same size as the atom, and let i! =
W:f, … , W:g, … , WCf, … , WCg ∈ @3b ×C1and j. =
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in Eq. (3) can then be rewritten in the same form as in Eq. (2): 
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To evaluate our proposed DCADL, we carry out a 
comparative study with the following methods: The first 
one is ADL+SVM[1], which serves as a baseline. LC-KSVD 
[2] is a state-of-the-art SDL. Then SADL[3] and DADL[4] 
are up-to-date ADL approaches. The last method, DPL[5] 
is a hybrid technique of SDL and ADL. 

For Extended YaleB: Our proposed DCADL method achieves 
the highest classification accuracy with the shortest training 
time and an extremely fast testing time, while securing an at 
least 1% greater accuracy relative to others’. In the second 
part of Table 1, a 2- layer hierarchical dictionary learning 
approach[6] and a 1- layer convolutional network[7] are also 
included for comparison. Both of these two methods also 
worked on raw pixels of images. 

For Caltech 101: DCADL achieves the highest performance 
again in our experiments, achieving the fastest training and 
testing time. Though its accuracy is slightly lower than the 
reported one in DADL, DCADL is at least 1.5 times faster than 
DADL in training and testing time.

For Scene 15: Our accuracy is barely lower than LC-KSVD, but 
is still higher than all other methods and the reported 
performance in LC-KSVD. In addition, compared with all other 
methods, DCADL still registers a much greater training and 
testing time gain. 

For AR dataset: The accuracy of our proposed DCADL is 
barely lower than DADL and DPL, but it is still much higher 
than other methods with a very quick training and testing 
time. It is even better than the performance of a 3-layer
Convolutional Network[8], which also worked on the raw 
pixel of the AR dataset. 


