
n k m B x B c KPA>>
128 3 27 8 15 5 .3 10889

128 6 41 10 17 2 .4 101326

128 12 57 12 19 4 .7 x 101809
x
x

k m p KS[10-4 ] Γ[10-2] Γ[10-2]

3 27 1.00 6.7

3.8

0.85 1.16
3 27 0.75 3.5 1.04 1.05
3 27 0.50 3.0 0.76 1.08
3 27 0.25 4.0 0.88 1.09

6 41 1.00 4.8

3.4

1.10 1.22
6 41 0.75 4.3 1.20 1.06
6 41 0.50 3.4 1.07 1.04
6 41 0.25 2.6 1.09 0.98

12 57 1.00 4.1

2.5

1.07 1.04
12 57 0.75 5.3 1.43 1.14
12 57 0.50 4.7 1.15 1.10
12 57 0.25 4.5 1.14 1.09

KS[10-4]

Empirical probabilities of different values of the ciphertext z (k=3,12) and for different average energy of the plaintext. 
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CS  z = y = Ax,�with n high enough, x is completely hidden but, since y is obtained by mean of linear transformations, info 
about signal energy leaks.

Chained CS makes the statistics of z independent from the energy of x so that no info about the plaintext leaks.�
Each chainer state component cj is uniformly distributed due to the hash function H. Thus, a = R(x + c - 2Bc-1) is uniformly distri-
buted as well as b = Aa.

CS No immunity

Chained CS If Mallory steps in after the communication has been established between Alice and 
Bob, she does not know the history of ciphertextes and she can reconstruct neither the state of the chain 
nor the state of the LFSR that, instead is known to  both Alice and Bob.

CS A can be computed by inverting y = A x, therefore, by solving a set of underdetermined diophantine 
equations, where for each antipodal row of A, aj, the attacker is not able to detect wich one is the right so-
lution along a huge amount af indistinguishable candidates.

Chained CS The attacker has access to x and z but she does not know y and c. In addiotion to 
above task, Eve must invert the signed modulus R by solving z + 2Bc d = A a for a, A, and d unknown. Here d is 
an integer and a is a function of the chainer state.
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CHAINED COMPRESSED SENSING FOR IOT NODE SECURITY
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ABSTRACT Compressed sensing can be used to yield both compression and a limited form of security to the readings of sensors. This can be most useful when designing the low-resources 
sensor nodes that are the backbone of IoT applications. Here, we propose to use chaining of subsequent plaintexts to improve the robustness of CS-based encryption against ciphertext-only 
attacks, known-plaintext attacks and man-in-the-middle attacks.

Compressed Sensing (CS) aims to merge acquisition and compression. Under the assumption that x is sparse, CS is 
able to acquire all the information content using fewer samples with respect to the limit imposed by the Shannon-Ny-
quist theorem. We say that a class of signals 
is sparse if slices in time of the input signals 
x, expressed in a proper basis D (an nxn 
matrix), are associated to n-dim. vectors ξ 
with at most k non-null coefficients with k << 
n. In these cases x is k-sparse.

Encoder. The signal is acquired by projections on proper set of m different sampling sequences aj collected row by 
row in the sensing matrix A (note that m < n). As guideline for the sampling sequences generation, the CS theory sug-
gests to use i.i.d. random vectors. 

Decoder. x can be reconstructed by solving the following optimization 
problem which looks at the sparsest vector mapped in the collected 
measurements. Classical CS theory guarantees reconstruction for m > 
mmin = 4k log(n / k)

y= A x

CS ENC
A

CS DEC
min||-||1

x ENC

keyAB

DEC

keyAB

x̂
sensor

Alice Bob

Eve

x̂ Mallory

keyAB

z

z

SENSOR NODE GATEWAY

Ciphertext-Only Attacks COAs. The eavesdropper (Eve) observes the statistics of the ciphertext 
and tries to guess the plaintext. The attacker has some knowledge of the plaintext. For instance, 
the attacker might know the class of signals 
and the statistical distribution of the plaintext.

Know Plaintext Attacks KPAs. Eve captures some plaintext-ciphertext pairs from which she tries to 
identify the key keyAB  so that, she is able to decrypt future transmissions. KPAs are easy on sensor 
nodes, Eve may deploy another node close to 
the attacked one, with the aim of acquiring the 
same physical signal and thus knowing the 
plaintext.

Man in the Middle Attacks MMAs. The attacker (Mallory), sends messages to Bob pretending to be 
Alice. To do so, Mallory knows the upstream keyAB. If an MMA is successful, Bob receives a counter-
feited version of potentially critical information.

x = Dξxz

z
x keyAB

z
keyAB
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