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Video Super-Resolution
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Distance	Definition

• Normal	Charbonnier Loss:

• Modified	Charbonnier Loss:



Top	row:	image	patches;	Bottom	row:	corresponding	values	of	the	visibility	function.



• Spatially	adaptive	pixel-wise	loss	in	pixel	space:

• Spatially	Adaptive	Perceptual	Loss	in	Feature	Space:
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GAN	Loss

• The	adversarial	min-max	problem

• The	generator	loss:

• The	discriminator	loss:
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Generator	Architecture	



Discriminator	Architecture	



The	Combined	Loss



Evaluation	Results

• Quantitative	Result

Comparison	with	state-of-the-art	for	VidSet4	dataset	for	scale	factors	2,3,	and	4.	

For	PSNR/SSIM	metrics,	bigger	is	better

For	the	PercepDis metric,	smaller	is	better	



• Qualitative	Result

Ground Truth LR Input
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• Qualitative	Result

Ground Truth LR Input
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