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Motivation & Contributions

➢ Motivation

• Hand-crafted 3D keypoint feature descriptors are unstable

and difficult to adapt to new scenes.

• Supervised deep learning based 3D keypoint feature

extraction methods require huge amounts of point-level

annotated data for training, while annotating training data is

labor- and time-consuming.

➢ Contributions

• Present a KeyPoint Siamese Network (KPSNet) to

simultaneously detect 3D keypoints and learn their feature

representations.

• Design an alignment module to generate pairs of training

samples and label them on-the-fly, do not require manually

annotating 3D keypoints.
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Fig.2 Visualization of estimated transformations 

• Keypoint detector learns to discriminate whether a candidate

is a keypoint or not.

• Feature extractor learns to extract the keypoints’ features.

• The required labels for training is generated by the Alignment

Module.

➢ Alignment Module

• Label each candidate as 0/1 for keypoint detector.

• Generate pairs of samples for feature extractor, as well as

labeling them as positive/negative.
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Fig.1 Overview of our KPSNet

Table 1. Our evaluations on the 3D-match benchmark

➢ Joint Optimization

• we introduce the following multitask loss:
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