
Compared with ground scenes, aerial scenes are quite

challenging because of

Varied object distribution.

Complicated spatial arrangement.

Strong background information.

Current ConvNets tend to preserve global features,

while recent studies point out the following solutions for

aerial scene classification.

Enhancing local semantic representation.

Preserving more shallower features.

Introduction

Method

We propose a multiple instance dense connected 

ConvNet (MIDC-Net) for aerial scene classification.

Local patches: instances;   image scenes: bags 
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Results

Conclusion

(1) Our MIDC-Net outperforms many state-of-the-

art methods with much fewer parameters. It offers an

end-to-end solution for the combination of MIL and

ConvNet under the direct supervision of bag labels.

(2) Our proposed attention based MIL pooling

operator outperforms non-trainable operators such as

mean or maximum pooling operator, and the recently

proposed gated attention based MIL pooling operator.

(3) Simplified dense connection structure preserves

features from different levels well and outperforms the

original dense connection structure.
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Comparison of MIL pooling operators

Instance-level classifier. We introduce a simplified 

dense connection structure as our backbone.

(1)More orderly multi-level feature representation.

The forth dense block is removed.

(2)Much fewer convolutional layers.

Only three composite functions in each dense block.

(3)More channels to highlight local features.

MIL pooling. We propose a trainable MIL pooling 

operator based on spatial attention mechanism. 

(1)Selecting instances relevant to the scene label via 

assigning higher weights.

(2)Calculating a bag-level probability distribution.

Bag-level classification layer. We utilize cross-

entropy loss function to optimize the entire framework. 

It is under the direct supervision of bag labels.

Influence of simplified dense connection structure
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