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Introduction

Automatic Top-Down Fusion method

Datasets and Evaluation Criteria

Experiments

Most of recent salieny detection methods aim at designing 
effective fusion strategies for side-output features. However, 
the network architectures become more and more complex. 
Hence automatically flowing the global information at the top 
sides into bottom sides to guide the learning of bottom layers is 
more and more important.

• Datasets: We utilize the DUTS training dataset to fine-tune 
our model. We evaluate our method on the DUTS test set 
and other five popular datasets including ECSSD, SOD, 
HKU-I, THUR15K and DUT-OMRON.

• Evaluation Criteria: The max F-measure score and mean 
absolute error (MAE).

Fig.4. Qualitative comparison of ATDF and 11 methods..

Conclusions

• This paper presents an Automatic Top-Down Fusion (ATDF) 
model which is able to automatically flow the global 
information at the top sides of CNNs into bottom sides. Each 
side adds a novel valve module to receive the specifically 
useful and instructive global information to guide its 
learning.

• The top semantic information can guide the learning of 
bottom layers, and the bottom side outputs can accurately 
predict both the location and details of salient objects. Fig.3. The generatorFig.2. The valve module

Fig.1. Overall Framework

• As shown in Fig.1, the main architecture of ATDF is 
beneficial from the encoder-decoder networks. 

• As shown in Fig.2, the valve module can adaptively 
determine the flow of the useful high-level information from 
top sides to bottom sides.

• As shown in Fig.3, the generator can further improve the 
capability of aggregated hierarchical information for 
saliency prediction.


