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Goal Method Results

Imaging Model

Our Goal: Simultaneous acquisition of clear multispectral image

and scene depth from a blurred single multispectral image
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Depth Clues: Conventional depth-dependent blur and 

wavelength-dependent blur (known as chromatic aberration)
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− Both 𝑘 and 𝑃 are dependent on the wavelength 𝜆
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Theory: Depth 𝑍 is actually derived as a closed form by the 

lens rule and the two types of derivatives of Gaussian blur
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− Different wavelength images have different focal positions Computation: 𝛥𝐼 is obtained as laplacian filter. 𝜕𝜆𝐼 is approxi-

mated as the change of blurriness 𝐵 = 𝐼 𝜆 − 𝐼𝑓𝑜𝑐𝑢𝑠𝑒𝑑 𝜆 .
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𝜕𝜆𝐼 = 𝜕𝜆𝑘 ∗ 𝑃 = 𝑘 𝜆𝑖 − 𝑘 𝜆𝑗 ∗ 𝑃 ≈ 𝐵 𝜆𝑖 − 𝐵 𝜆𝑗
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Focal connection [2]
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− Focal connected image are also utilized to generate clear 

multispectral image
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Scene Input

− 𝑥, 𝑦: spatial coordinates

− 𝜎: variance of Gaussian

− 𝛼, 𝛽: lens parameters
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Spectral Images (450-700nm)
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− Depth 𝑍 can be derived by two types of derivative of captured 

image [1]; one is spatial Δ𝐼 and the other is spectral 𝜕𝜆𝐼
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− 𝛾: RMS width of Gaussian

− 𝑓: focal length of the lens

− 𝜇𝑠: distance from the lens 

to the sensor
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