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Recent works show training by high-loss adversarial examples
can generate more robust CNN

— The loss 1s maximized immediately before backpropagation
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- LM 1mproves the robustness compared with simple
quantization.

» The ensemble with LM increases the accuracy of the
accepted examples to a better level than F-AT.
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