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Main Contribution _ _
The clustering procedure DAE expertise

We introduce Mixture of Deep Auto Encoders
for the clustering task X

End-to-end deep learning based approach for

¥
clustering

S f CI o Clustering DNN
Each autoencoder is an expert in one cluster ott decision x

The gate network carries out the clustering itself - Only the gate DNN is used h(x;¢90)
for the clustering |

Clustering problem = Softmax - for soft decision Pi = p(c : tlx, 6c)

Y
C = arg max p;

L L ‘ ‘ Hard decision |
&5 ¢ = argmax p(c = i|z; 0) = arg max(w; h(z) + b;).
: 1= 1=
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Deep-clustering approach DAMIC algorithm

= Clustering high-dimensional datasets is hard since
the inter-point distances become less informative in
high-dimensional spaces

= Dimensionality reduction with DNN

» K-means is applied in the embedded space

X Collapsing problem

X Regularization is required ple =1ilz:0,) =

Goal: clustering 1. ...z, € R” into k clusters.
g Liy- .-,

Network components:

= A network that computes a soft clustering of the
data point:

exp(w; h(z) + b;)
>y exp(w] h(z) + b))
« A set of autoencoders (one for each cluster):

QZ%QAZZ:fZ(QZ,@Z), i:1,...,l€

Pre-training:

= Train a single autoencoder for the entire dataset

= Apply a k-means algorithm in the embedded
space

Deep-clustering drawbacks Use the k-means labels to train separate DAE for

each cluster separately

X The DNN is only used to find low-dimensional Use the k-means labels to train the clustering
feature space DNN

X Requires regularization - the embedded space

information can be entirely irrelevant to the
clustering process

Joint Training:
= clustering is obtained by minimizing the

. : i reconstruction error:
X Requires fine-tuning for each dataset L6,...,0;,0.) =

n

Why not using fully DNN-based clustering ? & — > log (Zp(ct = i|zy; 0,)
] ] t=1 i=1
Clustering representation 1

-oxp(— - |l — filz; 6)]17))

K-means approach

« The K-means algorithm represents each cluster by a The final (hard) clustering is:
centroid . |

= The clustering is carried out by finding the centroid Cr = arg @Ef(p(ct =il 0.), t=1,...,n.
with the minimum distance from the data point

Our approach

Training procedure

v/ Each cluster is represented by an autoencoder

that specializes in reconstructing objects belonging 0

% log p(c; = 1|xy; 0,
to that cluster — & 90, g plct z; 0.)

v/ The clustering is carried out by directing the input
object to the most suitable autoencoder pler = t|xy; 6,) exp(—% Ny — fize: 0:)]1°)
(

Wt — L . . 1 . 9 . .
>l = jlo 0c) exp(—5 - ||z — i@ 6))[ ) p(c = 4]z;0.) = 0.92 > p(c # 4|z;0.) = 0
Ablation study on the MNIST database

Deep Autoencoder Mixture Clustering

Clustering evaluation

Method DAMIC Pre-training Joint-training KM
NMI Normalized mutual information NMI 0.87 074 071 050

............. AR! Adjusted rand index ARI 0.81 0.67 0.53 0.37
/\ ................. . ACC Clustering accuracy ACC 0.89 0.80 0.60 0.53
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Clustering DNN MNIST database Conclusions

X DAMIC DCN DAE+KM DEC KM

” -¢6) 0.87 0381 0.74 0.80 050 End-to-end DNN-based approach for clustering
x’¢ C 0.81 075 067 0.75 0.37 The clusters are represented by autoencoder

0.89 083 080 0.84 0.53 networks
Loss function does not suffer from the collapsing
problem

Pi = P(C = 1lx, Qc)

Fashion-MNIST database

DAMIC DCN DAE+KM DEC KM There L S
065 055 060 054 051 ere is no need for regularization

049 042 045 040 037 High performance (state-of-the-art in the
060 050 057 051 047 Fashion-MNIST database)




