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01 Background and Motivat ion

The Task of Image Restoration

Degradation Restoration

Degradation process：
                       where     is the degradation matrix, and     is the additive noise.  

Image restoration：
Image restoration aims to recover the latent high-quality image    from its degraded measurement   .



01 Background and Motivat ion

Local and Non-local Attention Mechanisms for Image Restoration

Local Non-local

Local and non-local attentions are both effective methods in the domain of image restoration (IR). However, most 
existing image restoration methods use these two strategies indiscriminately, and how to make a trade-off between local 
and non-local attention operations has hardly been studied.How to make a 

trade-off ?
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Non-local attention operation assumes that the similar image 
content would recur across the whole image and the local content 
can be recovered with the help of similar items from other places. 
The non-local operation can be generally defined as:
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01 Background and Motivat ion

Patch-wise Non-local Operation--A More Stable Non-local Strategy

Query

Key

Similarity

In image restoration tasks, images are corrupted, thus the methods 
performed non-local operations on pixel-level are easily influenced by 
noisy signals within the corrupted images. In comparison, the patch-
wise method has a larger receptive field during the compution of 
similarity.
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02 Network Archi tecture

:Element-wise addition
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02 Network Archi tecture

The architecture of local attention submodule in SAT-Net

The local attention submodule applies channel attention mechanism, 
which is inspired by [1].

U
nf

ol
d

U
nf

ol
d

U
nf

ol
d

R
es

ha
pe

R
es

ha
pe

Fo
ld

Q

K

V

C
on

v
C

on
v

C
on

v

C
on

v

Q~ T

K~

:Element-wise addition:Dot product

Details of our proposed patch-wise non-local attention submodule
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[1] Li, Xiang, et al. "Selective kernel networks." Proceedings of the IEEE 
Conference on Computer Vision and Pattern Recognition. 2019.
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03 Experiments

Synthetic and Real Image Denoising
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03 Experiments

Compression Artifact Reduction
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03 Experiments

Ablation Study

This section mainly analyzes the effectiveness of the local attention submodule (LA) and non-local attention submodule (NLA) in our 
proposed SAT-Net. We first replace our patch-wise NLA with non-local neural networks [2] as the baseline. Then we separately train our 
SAT-Net without LA or NLA. These cases are trained with the same strategy and process for synthetic image denoising.

[2]  Wang, Xiaolong, et al. "Non-local neural networks." Proceedings of the IEEE conference on computer vision and pattern recognition. 2018.
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04 Conclus ion

Patch-wise 
Non-local 
Attention 

1. Patch-wise Non-local Attention 
We propose an effective and robust patch-wise non-local 
method to establish a more reliable long-range dependence 
during image restoration.

2. Mixed Attention Mechanism 

SAT-Net

Mixed 
Attention 

Mechanism 
Light-weight

State-of-the-art 
Performance 

In this paper, we present an adaptive way to combine local 
and non-local attention operations to restore complex 
textures and repetitive details distinguishingly.

3. Light-weight 
Our proposed SAT-Net can achieve attractive performance 
while maintaining fewer parameters.

4. State-of-the-art Performance 
Experimental results on synthetic image denoising, real 
image denoising, and compression artifact reduction tasks 
show that our SAT-Net can achieve state-of-the-art 
performance under objective and subjective evaluations.
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