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• Alpha matte: map for composing FG and BG image


• Task contains 2 stege


• Roughly main object detection (creating trimap)


• Fine scale matting (creating alpha matte)

What is trimap?
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Why trimap is important for alpha matting

• Separate trimap generation stage and fine matting stage 
→ Can fix main object detection result when it missed
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What is the difficulty of trimap generation?

• No GT trimap data


• difficult to define GT trimap


• Less public alpha matting dataset


• Adobe Image Matting[1]: 493 unique training image


• Distinctions-646[2]: 646 unique training image


• Semantic Human Matting[3] (not public): 35,513 unique images



Existing trimap generation method 
Semantic Human Matting[3]

• End-to-end alpha matting training 
→ output trimap as intermediate representation (Fusion module)


• Using huge dataset 
→ 35,513 unique human images (not public)

Images from: Semantic Human Matting [3]



Our method

• Multimodal training by pseudo trimap and saliency map dataset


• Increase number of GT trimap image


• Additional end-to-end training by GT alpha matte dataset


• Fine-tune trimaps by alpha matting loss



STEP1 - Train main object detection stage
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• Train saliency map and trimap multimodality


• Introduce PFAN[4] network (SoTA saliency map prediction network)


• DUTS image dataset[5]: (Train: 10,553, Test: 1,000)



pre-trained fine matting network 
(Deep Image Matting)

fusion module
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(use alpha matte as saliency map)
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STEP2 - Fine-tune with end-to-end training

• Combine pre-trained 
fine matting stage


• Additional training by 
Distinctions-646[2] 


• Adopt the thickness of 
unknown part to the 
object



Result

original photos trimaps

alpla matte composed images

• The main object in the image is accurately detected


• Unknown parts become thicker at the complex boundaries
original photos trimaps

alpla matte composed images



Quantitative comparison: network structure



Quantitative comparison: with- and without-each components 



Qualitative comparision: with- and without-step2 training
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Thank you for listening


