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Silhouetting Process for Inference

Our Goal:
3D human pose estimation (HPE) 
with a single wrist-mounted camera.

Difficulties: 
- High data preparation cost

There is no existing dataset for a new camera setting. Existing works 
with body-mounted cameras solved it by generating synthetic dataset.
The cost, however, to bridge domain gaps between real data and 
synthetic data remains high.

- Body parts are occluded
Wearable camera-based 3D HPE is quite challenging as some human
body parts are occluded from the camera’s line of sight.

Proposed Method:
Main Idea: Dimensionality Reduction via Binary Silhouette image

Contributions:
• A 3D human pose estimation framework given only a single wrist-

mounted 360° camera.
• A silhouette-based synthetic data generation method, which enables us 

to bridge the domain gap and reduces the data preparation cost

Estimate 3D human poses from images captured by a single wrist-
mounted 360° camera using a convolutional neural network-based 
framework following [1].
To bridge the domain gap, silhouetting process is applied to images 
captured in real-world for inference.

Key Point 2 : 3D HPE from a 360° camera image sequence 

A silhouette-based 3D HPE reduces the data preparation cost.
The network is trained only with synthetic silhouette data generated at  
a lower cost than conventional methods.

Key Point 1: Low-cost synthetic training data generation

We generate silhouette equirectangular image sequences given 
only existing motion capture (MoCap) data to train the network. 
How to generate the synthetic silhouette images:
1. Fix a virtual 360° camera at the avatar’s wrist position in a 

virtual environment, such as Unity.
2. Set the avatar's body to white and the background to black.
3. Capture silhouette equirectangular images by making the 

virtual avatar move with the MoCap data.

We apply a silhouetting process to the equirectangular images 
captured by the wrist-mounted 360° camera for inference.
How to generate the silhouette image:
1. Shift the input image horizontally and vertically to extract the 

human silhouette accurately.
2. Apply semantic segmentation to each shifted image and 

extract the region labeled as human as a silhouette.
3. Merge the images obtained in the previous step and output a 

single binary image of a human silhouette.
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Experiments and Results
Experiments were conducted on the following datasets. The results show that our 
method outperforms other baseline methods.

MoCap Test Data: 360° camera images with MoCap data.

In-the-Wild Data: 360° camera images with 2D joint position data obtained from side 
view images to verify the effectiveness of our method in real-world environments.
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Conclusion
• Our pose estimation network is trained only on synthetic silhouette image data 
• Silhouette-based approach reduces  the data generation cost and bridges the 

domain gap between synthetic and real-world data. 
• We achieved higher estimation accuracy quantitatively and qualitatively 

compared with other baseline methods.
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MoCap Test Data In-the-Wild Data

Trained on synthetic 
RGB data and tested 
on real RGB data.

Trained and tested 
on optical flow data 
estimated from RGB 
data [1].

Trained on synthetic 
silhouette data and 
tested on real-world 
silhouette data 
extracted by applying 
semantic segmentation. 

𝐄!"#: Euclidean distance
between the estimated and
the ground-truth 2D poses.

𝐌𝐏𝐉𝐏𝐄: Euclidean distance
between the estimated and 
the ground-truth 3D poses.

Dataset available


