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Abstract Method (GLE-Net) Experiments

Object detection with camera has achieved promising results using e Data collection equipment: A USB 3.0 camera and a compact
deep learning methods, but it suffers degraded performance under The 1st Stage: Local Enhancement The 2nd Stage: Global Enhancement commodity mmWave radar IWR6843

adverse conditions (e.g., foggy weather, poor illumination). To Y |~ — — . |
: - : - Y = Y. [
remedy this, some recent studies resort to leveraging the S i i Il *;7.‘ -
complementary mmWave radar, which is less affected by adverse e e e =
conditions, and designing effective fusion methods. However, the =5 N A it
existing early fusion gmetr?ods are vulnerable to data noise, while the Feature | | Anchor Processed Proposal RO ; 2. W Y o
existing late fusion methods ignore the association of object Extractor | | | Generator Anchors Generator | Pooler Camera Flat S| . 4
information between feature maps in the early stage. To overcome el o N T R
these shortcomings, we propose a Global-Local Feature e A sigespaapEpEar  S—— _Feature Vectors A ‘ if‘:
Enhancement Network (GLE-Net), a two-stage deep fusion detector, | . LA
which first generates anchors from two sensors and uses an auxiliary | 1 f=~
module to locally enhance the single-branch missing proposals, and H l!ﬂ E
then fuses the global features from the multimodal sensors to I W Methods loU 050 060 | 0.65 | 0.7 0.75
Improve final detection results. We collect two datasets under foggy O T i | g ﬁ:\ - Faster RCNN-Camera [6] 8/5 743 619 482 2938
weather and poor Illumination conditions with diverse scenes, and Camera Stream | = ."]_L g .5 Faster RCNN-Radar [6] A54 300 237 186 151
conduct extensive experiments, verifying that the proposed GLE- | *; ii.’ = % milliEye [7] 770 623 496 346 198
Net surpasses other state-of-the-art methods in terms of Average i: = S E Naive Fusion [8] 886 832 784 704 623
Precision (AP). Radar Stream | Sl GLE-Net w/o Auxiliary Module | 91.2 87.4 842 768 66.9
| GLE-Net w/o Variant Transformer | 90.6 865 83.7 775 67.1
Introduction | GLE-Net (Ours) 015 883 849 805 702
H _ o _ | Table 1. Performance comparisons with four baselines and
« The deep learning has promoted the application of object . .
.. : ablation experiments on the foggy weather dataset.
detection In many fields, such as search and rescue, farmland |
thief detection, and traffic monitoring. - Radar Flat Methods loU 0.50| 0.60 | 0.65 | 0.7 0.75
- I - LEEEE T Feature VVectors Faster RCNN-Camera [6] 69.6 555 448 294 158
Feature Anchor Processed Proposal Faster RCNN-Radar [6] 59.5 279 140 6.1 3.4
Extractor [ "] Generator [~ \_Anchors Generator | | Pooler . millieve 17] PLS aAb Ssa 220 1sd
/ aive Fusion [8] /0.8 565 49.0 36.0 22.9
______________ . GLE-Net w/o Auxiliary Module | 78.4 652 53.6 454 26.1
« Feature extractor. Resnet50 is used as the backbone. The backbone of mmWave radar branch adopts the output of intermediate convolution layer. GLE-Net w/o Variant Transformer | 79.3 67.3 54.8 398 26.5
* Anchor generator. The anchors are extracted by using a sliding window (3 X 3). We select the top 512 to form the processed anchor set. GLE-Net (Ours) 805 675 552 463 274

* Auxiliary module. The aggregated candidate anchors are sorted in descending order according to the confidences. Candidate anchors larger than the Table 2. Performance comparisons with four baselines and

other. ] i ] i ;
: ablation experiments on the poor illumination dataset.

threshold are removed by calculating the overlap ratio of ag to other anchors a,

other
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’ Conclusion
* Proposal generator. The generated anchors are used as the iput of the proposal generator to obtain proposals for the input of the global fusion later. _ _
* Rol poolers. For each proposal, the pooling operation 1s applied to the feature map of each frame to generate feature tensors. * GLE-Net extracts teature maps from multi-modality data and
e Variant Transformer. uses an auxiliary module to process the generated anchors to

v' First, the extracted feature maps adopt average pooling (1X1) in Encoder to obtain fine-grained input sequences. Specifically, the variant transformer locally enhance the single branch

. L . « A variant transformer is exploited to achieve global
+ The camera can detect objects close to each other under normal adopts linear projections to calculate a set of queries, keys and values (Q, K, and V).

7 _ _ o _ pinurd v — pingk 1 pingv enhancement for the obtained proposals
cond!t!on, but fails under foggy weather and poor illumination | | | Q=F"W%, K —1.” w=, vV = F™W | | . We collect two datasets and verify GLE-Net. Experimental
conditions. | 4 Seconfi, the attention weights of ss:lf-atts:roltlon need to be calculated, which determine the degree of attention to other parts of the input vector when results show that GLE-Net improves the average precision (AP)
» Conversely, the mm_Wavc_e ra_dar can c_le_tect objects _under foggy encoding a feature vector at a certain position. by 14.5% and 2.9% compared with two state-of-the-art fusion
We_ather and poor illumination conditions, _b_ut fails to detect oK methods, milliEye and Naive Fusion, respectively, under foggy
objects close to each other under normal condition. S = softmax(ﬁ)l/ weather condition, and improves by 19.2% and 9.7%

* Neither the mmWave radar-based detector nor the camera-based
detector alone performs satisfactorily in above scenes, which |
motivates the necessity of fusing mmWave radar and camera. Fout = MLP(S) + F*"

v Third, the variant transformer exploits nonlinear transformation to calculate the output features (F°%%). respectively under poor illumination condition.
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