
RESEARCH POSTER PRESENTATION TEMPLATE © 2019

www.PosterPresentations.com

QUICK START GUIDE
(THIS SIDEBAR WILL NOT PRINT)

This PowerPoint template produces a A0 presentation poster. You can use it 
to create your research poster by placing your title, subtitle, text, tables, 
charts and photos. 

We provide a series of online tutorials that will guide you through the poster 
design process and answer your poster production questions. For complete 
template tutorials, go online to PosterPresentations.com and click on the  
HELP DESK tab.

To print your poster using our same-day professional printing service, go 
online to PosterPresentations.com and click on "Order your poster".

This is a template for a
presentation poster 

A0
(841mm x 1189mm)

(33.11 x 46.81 inches)

Important: Check the template size
Before you start working on your poster and 
to avoid printing problems check that you 
have downloaded and that you are using 
the correct size template for your poster 
presentation.

How to Zoom in and out
Use the PowerPoint zoom tool to adjust the 
screen magnification to view comfortably. 
PowerPoint provides 2 ways to zoom: 
1. On the top menu bar click on the VIEW 
tab and then click on ZOOM. Choose the 
zoom percentage that works best for you. 
2. For better zoom flexibility, use the zoom 
slider at the bottom right of the window.

Ruler and Guides
The dotted lines on his poster template are guides.  The horizontal and vertical 
guides will help you align your poster elements accurately. Text boxes and 
other elements will ”snap” to the guides and stay within the boundaries of the 
columns. To hide the guides go to VIEW and uncheck the Guides box.

Headers and text containers
Included in this template are commonly 
used section headers such as Abstract, 
Objectives, Methods, Results, etc. 
- Click inside a section header to add its 
text. 
- To add another header, click on edge of 
the section box so that it is outlined. Copy 
and paste it. 
- To increase its size, click on the white 
circles and expand to the the desired size.

Adding content to the poster
Start by adding your text to each section without spending too much time with 
formatting. Use the default font size even if your text extends beyond the 
bottom of the poster. Continue until you have added all your content including 
text, graphics, photos, etc. Once you finish adding your content you can go 
back and format your text as needed.
- If you run out of room, try to reduce the size of your fonts and/or the size of 

your graphics. If there is a lot of empty space try to increase your font sizes 
and the size of your graphics. The font used for references can be smaller.

Photos
You can add photos by dragging and dropping from your desktop, copy and 
paste, or by going to INSERT > PICTURES. Resize images proportionally by 
holding down the SHIFT key and dragging one of the white corner handles 
(dots). For a professional-looking poster, do not distort your images by 
stretching them disproportionally.

Quality check your graphics
Zoom in and look at your images at 100%-200% magnification. If they look 
clear, they will print well. 

QUICK START GUIDE
(THIS SIDEBAR WILL NOT PRINT)

How to change the template colors
You can change the overall template color theme by clicking on the COLORS 
dropdown menu under the DESIGN tab. You can see a tutorial here: 
https://www.posterpresentations.com/how-to-change-the-research-poster-tem
plate-colors.html

You can also manually change the color of individual elements by going to 
VIEW > SLIDE MASTER. On the left side of your screen select the 
background master where you can change the template background, column 
sizes, etc. 

After you finish working on the SLIDE MASTER, it is important that you go to 
VIEW > NORMAL to continue working on your poster. 

How to change the column layout configuration
You can manually change the configuration on the columns by going to VIEW 
> SLIDE MASTER. You can delete columns, resize them or modify them as 
needed for your layout. 
You can see a tutorial here: 
https://www.posterpresentations.com/how-to-change-the-column-configuration
.html

How to hide the QUICK START GUIDE 
bars from the sides of the template
The Quick Start Guides are outside the 
template’s printable area and they will not be 
on the printed poster. 
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Conclusion

Quantitative classification results (%) on PointDA-10 DatasetRecent deep networks have achieved 
good performance on a variety of 3d 
points classification tasks. However, 
these models often face challenges in 
“wild tasks” where there are considerable 
differences between the labeled 
training/source data collected by one 
Lidar and unseen test/target data 
collected by a different Lidar. 

Unsupervised domain adaptation (UDA) 
seeks to overcome such a problem 
without target domain labels. Instead of 
aligning features between source data 
and target data, we propose a method 
that uses a Generative Adversarial 
Network (GAN) to generate synthetic data 
from the source domain so that the output 
is close to the target domain. 

Experiments show that our approach 
performs better than state-of-the-art UDA 
methods in three popular 3D object/scene 
datasets 

Our model architecture consists of four parts: generator, latent reconstruction 
module, discriminator, and feature encoder/decoder. 

In the training, source domain object and target domain object will go through a shared 
encoder. The encoded features from source domain will be sent to the generator and a 
discriminator tries to distinguish features from generator or target domain. For adding 
multimodal information to the model, we also have Gaussian samples z for latent 
condition input to the generator. To force the generator to use the Gaussian samples z 
,we introduce a VAE encoder to recover z from the synthetic output. In addition, in 
order to enhance the quality of output object from G, we have an additional 
discriminator, a classifier C in training the model. 

To reconstruct the shape of point clouds object we choose Earth Mover’s Distance 
(EMD) to measure the distance between reconstructed object and input object. So that 
we can restrict the synthetic outputs and  make it close to the input’s shape. But we do 
not want the synthetic object to having the exact shape of input. Because we are
building a synthetic dataset which means the variety is also significant.  So we bring a 
random sampled variable z into our model and a Variational Autoencoder (VAE) is 
trained to encode synthetic objects to recover latent input vector, encouraging
the use of conditional mode input z.
                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                 

Fig. 1. Point clouds acquired from different sensors and being
misclassified

Groudtruth: Sofa
Predication: Sofa   √

Groudtruth: Sofa
Predication: Bookshelf ×

Groudtruth: Bathtub
Predication: Bathtub  √

Groudtruth: Bathtub
Predication: Sofa       ×
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We consider six types of adaptation scenarios which are M→S, M → S*, S →M,
S → S*, S*→M and S*→ S, where M, S and S* represent subset of Modelnet, 
Shapenet and Scannet respectively.
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From Table2 , we could see the latent space reconstruction play a important role, the 
classifier’s performance significantly increases in all six scenarios after adding  the 
latent space reconstruction L

We have proposed a novel generative approach to unsupervised domain adaptation in the 3D 
classification task. The basic idea is to transfer source training data into the style of target domain rather 
than selecting domain invariant feature or implementing feature alignment. Furthermore, we 
implemented latent reconstruction module and an addition discriminator for enhancing the performance


