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Introduction

Spatial feature extraction

Target speech sifting network

Results

• Long-Short-Term Spatial Coherence (LSTSC)
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(λ = 0.999)

Local LSTSC 
(λ = 0.1)

 : forgetting factor

• Teleconferencing is becoming essential during the
COVID-19 pandemic. However, in real-world
applications, speech quality can deteriorate due
to, for example, background interference, noise,
or reverberation.
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LSTSC:

The signal captured by the mth microphone can be
written as:

Acoustic transfer function Signal of the jth source Nondirectional noise ◼ STOI and PESQ scores for different array geometries.
◼ STOI and PESQ scores for different

number of microphones.

• First, we compared the improvements in performance yielded
by the LSTSC feature versus baseline IPD feature.

• Second, we examined the effects of
number of microphones on speech
enhancement.

Conclusions

• A hybrid TSE system integrating array signal processing (ASP) and deep learning (DL) has been implemented for teleconferencing
applications in the stay-at-home scenarios.

• The novel spatial feature (LSTSC) proves conducive to speech enhancement of the target speaker and system robustness to unseen RIRs,
unseen array geometries, and number of microphones, which is highly desirable for real-world application.
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An example of noisy, IPD,
the proposed method
and clean spectrogram
for a speech segment
from the test set. (a)
clean speech, (b) noisy
mixture signal, (c) IPD,
and (d) the proposed
method (λ = 0.999 and λ
= 0.1)
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• Target speech extraction
from the mixture signals
can be performed with
the aid of the user’s
vocal features, including
speaker embeddings [1] derived from user
enrollment and a novel long-short-term spatial
coherence (LSTSC) feature pertaining to the
target speaker activity.


