
• Recent studies discovered that the deep neural network
is vulnerable to adversarial attacks in the sense that a
carefully designed and imperceptible perturbation to the
input of the neural network could mislead the prediction
of the neural network.

• Motivated by attractive classification performance of the
transformer based neural networks, we analyze the
vulnerability and robustness of the transformer against
adversarial attacks in modulation classification
scenarios.

• Using real datasets, we demonstrate that the
transformer can achieve higher accuracy as compared to
a convolutional neural network in the presence of
adversarial attacks.

Abstract

• In the past, AMC has been accomplished using various
likelihood-based methods [1-2] and different machine
learning methods based on carefully chosen signal
features [3-4].

• Harnessing the power of DL, AMC can be achieved by
training a deep neural network (DNN) [5] using a large
number of raw signal data samples and generating
classification decisions with high accuracy.

• Due to the great success of the transformers in both
NLP and computer vision, transformers have been
considered as a promising technique for AMC [6].

• However, recent studies discovered that the adversarial
example could deteriorate the performance of DNN in
many applications [7-8].

• In this work, we investigate the robustness of
transformer based neural network against
adversarial examples in modulation classification.

Introduction

• The transformer architecture is shown in Figure 2.
• The key part of the transformer is called attention. An attention function, as shown in Figure 3, can be defined as a

function that maps a query and a set of key-value pairs to an output.

• The matrix of outputs is calculated as: 𝐴𝑡𝑡𝑒𝑛𝑡𝑖𝑜𝑛 𝑄, 𝐾, 𝑉 = 𝑠𝑜𝑓𝑡𝑚𝑎𝑥 !"!

#"
𝑉, where 𝑑$ denotes the dimension of queries

and keys.

Methods

• From Figure 4, we confirm that the transformer based neural network can obtain better classification accuracy than the
CNN classifier in the absence of the adversarial perturbations.

• In Figure 5, as expected, the performance of both CNN and Transformer decreases significantly as the PNR increases.
However, in the PNR region of -40dB to -10dB, the Transformer is able to maintain an approximately 10% performance
advantage as compared to the CNN.

Results

Conclusions

• We have shown that in radio modulation classification
tasks, even though the transformer based neural
network is vulnerable to the PGD attacks, it is able to
maintain the performance advantage over the ordinary
CNN based modulation classifiers.

• For a wide range of PNR values and for moderate SNR,
the Transformer provides approximately 10% more
classification accuracy as compared to CNN.

• The focus of our future work is to enhance robustness of
the Transformer against a wide range of adversarial
attacks.
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Fig. 2: The architecture of the transformer based neural network for the modulation classification. Fig.3: Scaled Dot-Product Attention [10]

• Given a trained DL classifier f and an original input data sample x, one can generate an adversarial example x’ as a
constrained optimization problem:

min%& 𝑥& − 𝑥 ', 𝑠. 𝑡. , 𝑓 𝑥& = 𝑙&, 𝑓 𝑥 = 𝑙, 𝑙 ≠ 𝑙′.
• The white-box PGD attack was adopted to generate adversarial examples.
• The objective function we used in this work is written as: 𝜓 𝑥 = 𝑠( 𝑥 −max)*( 𝑠)(𝑥)
• The projection is applied after a standard gradient procedure: 𝑥∗ = 𝑥 − 𝜂∇𝜓(𝑥).
• The projection procedure can be expressed as the following optimization: min%& 𝑥& − 𝑥∗ ,, 𝑠. 𝑡. 𝑥& − 𝑥 , ≤ 𝜀 . And the 

solution to this optimization is modified as follows to force the 𝑙,-norm of the generated perturbation equal to 𝜀.

𝑥& = 𝑥- +
𝜀 D (𝑥∗ − 𝑥-)
𝑥∗ − 𝑥- ,

Fig.5: Classification accuracy for adversarial samplesFig.4: Classification accuracy for benign samples

Fig.1: adversarial image generated by FGSM [9].


