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Recently, it has been shown that, in spite of the significant 
performance of deep neural networks in different fields, those 
are vulnerable to adversarial examples. Recently, many 
methods have been proposed to generate adversarial 
examples in image data to make the systems fail, but these 
methods cannot be directly extended to NLP systems as:


‣ Input data is discrete. 


‣ Definition of the perturbation imperceptibility is different

‣ Target model: GPT-2 Transformer


• MNLI (natural language inference),


• AG News (news categorization),


• Yelp Reviews (sentiment  classification).


‣ Baseline: GBDA [1] (optimization-based white-box attack against transformers)

Consider  to be the target classifier which 
correctly predicts the class of the input sentence  to be 

. Every sentence is considered to be tokenized to a 
sequence of tokens . We are looking for an 
adversarial example , which fools the target classifier and 
differs from the input sentence  in only a few tokens. We 
transform each token to a continuous embedding vector and 
represent the sentence as a sequence of embedding vectors: 

. Similarly, we denote  
the adversarial example as  in the embedding 
space. In order to fool the model, we can find an adversarial 
example by minimizing the negative of the loss function of 
the classifier:


However, we want to modify only a few tokens of the input 
sentence. Therefore, some blocks of  that correspond to the 
modified tokens are non-zero, while others are zero, which 
means  should be block-sparse. Therefore, we need to 
minimize the following loss term:


Therefore, our objective is to find the block-sparse 
perturbation that fool the target classifier by solving the 
following optimization problem:


f : 𝒳 → 𝒴
x
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Since we are dealing with textual data, the proposed 
optimization problem is discrete. In other words, the tokens 
of the resultant adversarial example should be in the 
vocabulary set ; hence  should be in the discrete 
subspace . We proposed to use gradient projection to 
solve the optimization problem as the following algorithm: 

𝒱 ex′￼

ℰ𝒱
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