A Generic Method to Estimate Camera Extrinsic Parameters
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Introduction Test Setup for the Proposed Self-Calibration Experimental Results
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diagrams. Around this initial values, a search region is oo partars e T R T T T s e e
defined. This search region volume is based on the
Inaccuracies in the manual measurements or
manufacturing limitations. Similarly, for angles, the search
range Is defined. A patrticle filter is used to search for
optimal camera extrinsic parameters. The goal of this
particle filter is to find the camera extrinsic which

minimizes the error between camera detected lanes and ‘ : . :
lanes obtained from map. N\ Fig2 : Test Vehicle [Model : Lincoln MKZ]

Proposed algorithm performance is evaluated by
Increasing the search volume. The above graph shows the
guality of estimated camera extrinsic parameters with
different search volumes. The number of particles and the
maximum number of iterations is set to 50. For the
proposed approach performance is consistent with an
Increase In search volume.

This testing was conducted on an Interstate highway. The :
algorithm converged for a 4 miles drive. Conclusion

o \ In this paper, we studied the problem of estimating the
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Proposed Self-Calibration Method
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extrinsic parameters of a camera. An algorithm was
- proposed to calculate all the extrinsic using Closed-Form

Solution and Patrticle Filter. The results were compared
against the Offline Calibration which is considered as
paseline. The performance of the algorithm was compared
oy varying different parameters (Cost Function, Number of
Particles, Search Volume).It was concluded that the
results using the proposed method perform better than the
Offline Calibration (Baseline). The results are consistent
on both the cameras. Future work will aim at extending

: ‘ = & s this algorithm for Lidar sensors.
Fig3 : Test Track [1275 Interstate Highway,
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Green lines are ground truth (GT).
In the final output the red line
matches with GT due dynamic
adjustment of the camera matrices.
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