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Aspect-Based Sentiment Analysis (ABSA) is a fine-grained sentiment analysis task and 

has become a significant task with real-world scenario value. The challenge of this task is 

how to generate an effective text representation and construct an end-to-end model that can 

simultaneously detect (target, aspect, sentiment) triples from a sentence. Besides, the 

existing models do not take the heavily unbalanced distribution of labels into account and 

also do not give enough consideration to long-distance dependence of targets and aspect-

sentiment pairs. To overcome these challenges, we propose a novel end-to-end model 

named Prior-BERT and Multi-Task Learning (PBERT-MTL), which can detect all triples more 

efficiently. We evaluate our model on SemEval-2015 and SemEval-2016 datasets. Extensive 

results show the validity of our work in this paper. In addition, our model also achieves higher 

performance on a series of subtasks of target-aspect-sentiment detection. Code is available 
at https://github.com/CQUPTCaiKe/PBERT-MTL. 

Abstract

Motivation

◆We propose Prior-BERT (PBERT) — a simple but universal method
combining prior distribution knowledge of datasets with BERT for heavily unbalanced 

datasets. In detail, the probability distribution vector g ∈ R2 on the “yes/no” label is defined 

below:

where τ is a tuning parameter to calibrate P[CLS] and yi is the ith element of y ∈ {yes, no}.

◆We propose a novel end-to-end multi-task joint detection model 

(PBERT-MTL) to usefully address the challenges of the TASD task.

Methods

Model Architecture

◆There are heavily unbalanced distribution of labels after they reformulate 

datasets, which causes the model learning biased towards dominant labels.

◆The dependence of targets and aspect-sentiment pairs cannot be resolved 

in a longer distance. 

Experimental Results

◆We propose a novel end-to-end multi-t

ask model named PBERT-MTL for TAS

D task which utilizes the proposed PBE

RT method to alleviate heavily unbalan

ced  labels distribution and the multi-la

yer Bi-LSTM to capture the long distanc

e dependence.

◆Experiments on Res15 and Res16        

demonstrate that our model can detect 

(target, aspect, sentiment) triples efficie

ntly and achieve higher performance 

on the TASD task and its subtasks.

Conclusions
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