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Abstract

Recently, cross modal compression (CMC) is proposed to compress highly redundant visual
data into a compact, common, human-comprehensible domain (such as text) to preserve
semantic fidelity for semantic-related applications. However, CMC only achieves a certain
level of semantic fidelity at a constant rate, and the model aims to optimize the probability of
the ground truth text but not directly semantic fidelity. To tackle the problems, we propose
a novel scheme named rate-distortion optimized CMC (RDO-CMC). Specifically, we model
the text generation process as a Markov decision process and propose rate-distortion reward
which is used in reinforcement learning to optimize text generation. In rate-distortion
reward, the distortion measures both the semantic fidelity and naturalness of the encoded
text. The rate for the text is estimated by the sum of the amount of information of all the
tokens in the text since the amount of information of each token is a lower bound of coding
bits. Experimentally, RDO-CMC effectively controls the rate in the CMC framework and
achieves competitive performance on MSCOCO dataset.

Introduction

With the tremendous increase of visual data and the development of visual data anal-
ysis and understanding, a variety of compression frameworks are proposed to preserve
semantic fidelity to reduce the bitrate as much as possible, rather than signal fidelity.
These frameworks compress the visual signal to semantic information to achieve a
high compression ratio for semantic-related applications (such as machine analysis,
semantic monitoring, and human-centered applications), including video coding for
machine (VCM) [1], cross modal compression (CMC) [2], etc. VCM [1] reduces the bi-
trate as much as possible to ensure semantic fidelity for machine analysis. However,
these frameworks mainly adopt the feature of the neural network as the compres-
sion domain, which is not human-comprehensible and further analysis is necessary
for semantic-related applications. Moreover, the feature is mostly task-specific and
thus difficult for multi-task analysis. Recently, CMC [2] focuses on compressing vi-
sual data to a compact, common, and human-comprehensible domain (such as text,
sketch, semantic map, attributions, etc.) to preserve semantic fidelity.

CMC adopts text representation to preserve semantic fidelity, and the framework
is composed of a CMC encoder, lossless coding, and CMC decoder, where the encoder
encodes the image to text, the lossless coding interconverts the text with a bitstream,
and the decoder decodes the text to the image. However, CMC is with a constant rate
since the encoder can only represent the data with the text of a fixed grain, which is
converted to a bitstream of a constant rate. But in practice, variable rate is necessary
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Figure 1: Illustration of RDO-CMC. RDO-CMC aims to encode the image to the text and
reconstruct the images of different levels of semantic fidelity with different λs.

due to the different demands of various transmission bandwidths, storage mediums,
and levels of application requirements. For example, as shown in Fig.1, an image
can be encoded into thousands of words to elaborate the scene with higher semantic
fidelity or one word to illustrate the main object class with lower semantic fidelity.
Moreover, since the objective for the encoder is cross entropy loss that maximizes
the probability of the ground truth (GT) text, the text generation is not directly
optimized for semantic fidelity, and the generated text will be less effective for CMC.

Rate-distortion optimization (RDO) is introduced into compression frameworks
to achieve variable rate, where a hyper-parameter λ is adopted to govern the trade-
off between the rate and distortion. Such a paradigm lowers the distortion with the
increase of the rate and vice versa. Incorporating RDO with CMC can achieve variable
rate, but is non-trivial, since CMC regarding text representation as a compression
domain is different from the previous frameworks and has some characteristics. (1)
CMC is proposed for preserving semantic fidelity for compression, rather than signal
fidelity, and thus the distortion should consider the semantic fidelity. (2) The encoded
text should be grammatically correct enough as natural language. (3) The rate of
text representation is required to be estimated.

In this paper, we propose the first work for rate-distortion optimized CMC (RDO-
CMC) and achieve the characteristics, as shown in Fig. 1. Specifically, we model
the text generation process as a Markov decision process (MDP) and propose rate-
distortion reward which is used in reinforcement learning (RL) to optimize text gen-
eration. To combine semantic fidelity and naturalness, we propose text-based and
image-based distortion. To estimate the rate of the encoded text, we calculate the
amount of information of the tokens in the text which is the lower bound of coding
bits for each token, such that the optimization can be independent of various arith-
metic codings. Training with different λs, RDO-CMC can control the rate of text
representation and represent the data with different grains and satisfy the character-
istics discussed above. Experimental results demonstrate our proposed model achieves
variable rate and competitive compression performance on MSCOCO dataset.

Related Work

Compression frameworks: Traditional block-wise image/video compression frame-
works are widely used with a series of industry standards, such as JPEG [3], JPEG2000
[4] and BPG [5]. Recently, learning-based frameworks have been proposed to com-
press the images via end-to-end optimization [6, 7]. These frameworks introduce RDO
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Figure 2: Architecture of our proposed RDO-CMC. The rate-distortion reward for a sam-
pling text is calculated to train the RDO-CMC encoder.

to support variable rate and aim to improve signal fidelity and can be extended to
optimize semantic fidelity for machine vision [1]. However, the compression domain
of these frameworks is the feature of the neural network or bitstream and thus is not
human-comprehensible. CMC [2] is proposed for the human-comprehensible com-
pression domain since the text is formed by human language. However, CMC cannot
achieve variable rate, which makes them less practical.

Image and text transfer: Image and text transfer is composed of image-to-text
generation and text-to-image generation. Image-to-text generation aims to generate
natural language for images, including image captioning, which generates a sentence
to describe the scene in the image. In this field, some works use RL to address the
exposure bias and optimize the non-differentiable evaluation metrics [8]. These works
are based on REINFORCE algorithm [9] and introduce different kinds of baselines
to stabilize the training. Text-to-image generation is developed by leaps and bounds
recently. Many previous works trained the GAN network to produce text-conditional
image samples [10]. Some works adopted VQ-GAN [11] to tokenize the image to code
sequence, trained the model with transformers via the sequence-to-sequence manner,
and produced the image codes in an autoregressive way [12]. Here, the code sequence
of the image is far less than the sequence length of raw pixels and thus more effective
to model text-to-image transfer. Recently, some works also applied diffusion models
for this task using image code sequence [13].

Rate-Distortion Optimization for Cross Modal Compression

The CMC framework compresses the image x to a sequence of tokens y = {y1, ..., yN}
that is compact, common, and human-comprehensible, where N is the length of text,
yi ∈ A, and A is the vocabulary. Such a framework can neither achieve variable
rate nor optimize the text representation directly for semantic fidelity. To tackle
the problems, we optimize the rate-distortion trade-off via RL. In the following, we
describe the model architecture and RDO framework with RL.

Model architecture: Li et al. [2] employ Show-and-tell [14] as the encoder and
AttnGan [10] as the decoder. However, both of them are limited due to small model
capacities and training datasets. Recently, large-scale multimodal models achieve
spectacular development, including image-to-text and text-to-image generation. Such
development makes the effective encoding and decoding process of CMC possible. In
this paper, we employ multimodal models as the RDO-CMC encoder and decoder



to generate high-quality text and images. The model architecture of RDO-CMC is
detailed as follows and shown in Fig.2.

First, in the RDO-CMC encoder, the feature map of x is extracted from a CNN
encoder and flattened as the input of the transformer to generate text y. The learning
objective of the encoder is cross entropy loss as follows,

Lenc = −
N∑
i=1

log pθ (yi | y<i, x) , (1)

where θ refers to the parameters of the RDO-CMC encoder. Such an objective op-
timizes the sum of the log probabilities of the ground truth text and facilitates the
encoder to generate text similar to the ground truth during inference.

Second, the lossless coding interconverts the text with the bitstream. We adopt
Huffman coding [15] following [2]. A major difference lies in that they regard the
letter as Huffman code and transform each letter in the text to coding bits, while
we regard the token as Huffman code, where a token contains one or many letters.
As such, the total coding bits of text will decrease since the token as Huffman code
lowers the correlation between codes in the code sequence. Finally, the RDO-CMC
decoder reconstructs the raw image from the text. Motivated by recent text-to-image
works [11–13], our RDO-CMC decoder first predicts the latent representation using
diffusion-based methods [13] or the image code sequence using transformer-based
methods [12] with the input text, then generate the image raw pixels using a CNN
decoder. The RDO-CMC encoder and decoder are pretrained separately, then we
perform RDO for the encoder with RL to achieve variable rate and directly optimize
semantic fidelity. A pretrained model will stabilize the training of RL since the
pretrained model will reduce the action searching space and converge faster [8].

Rate-distortion optimization with reinforcement learning: In the text
generation process, tokens are generated sequentially. Regarding generating a token
as taking an action, text generation can be modeled as a Markov decision process
(MDP), which can be optimized by RL. In this paper, we adopt RL to optimize the
text generation with rate-distortion reward during the encoding stage, as shown in
Fig. 2. An RL agent interacts with an external “environment” (words and image
features) to determine the best text.

Formally, the text generation process can be viewed as an MDP process, including
five elements {S,A, P,Re, γ}, where S is a state space, A is an action space as well as
the token vocabulary, P (si+1|si, yi) is state transition probability, Re(si, yi) is reward
function and γ ∈ (0, 1] is the discounted factor. The whole RDO-CMC encoder with
parameter θ can be viewed as the RL agent. The agent selects an action from a
probability distribution π (y |s) called policy, that corresponds to generating a token.
The state si ∈ S is considered as a list composing of the image feature X and the
tokens/actions {y1, ..., yi−1} generated so far, i.e. si = {X, y1, ..., yi−1}. The agent
interacts with the environment as follows: the agent observes the current state si and
selects an action, the environment returns a reward ri to the agent, and the agent
receives the reward and the state is transferred to the next state si+1. However, in text
generation, a reward r(y) = Re(sN , yN) = Re (y1:N) is not obtain until EOS token is



generated, and r(y) is determined by the optimization goal of MDP. Therefore, we
define the reward for each action as follows:

ri =

{
0, i < N
r(y), i = N.

(2)

In RL, the agent aims to maximize the cumulative reward L (θ) = Eπ

[∑N
i=1 γ

i−1ri

]
,

estimate the gradient∇θL (θ), and update its parameters. In REINFORCE algorithm
[9] incorporating with a baseline, the gradient∇θL (θ) is approximated with a sample:

∇θL (θ) ≈ (r(y)− b)∇θ log πθ (y), (3)

where γ = 1 and b is the baseline to stabilize the training. The optimization goal
of MDP is to maximize the cumulative reward. Since we aim to minimize the rate-
distortion trade-off, we set the reward as the negative rate-distortion trade-off,

r(y) = −(D(y) + λR(y)), (4)

where D(y) is the distortion resulting from the text representation y as the encoded
information, and R(y) is the rate of y.

Distortion estimation: Since CMC focuses on semantic fidelity, the distortion
should consider semantic fidelity, i.e. the distortion should be able to measure the
amount of semantic information being encoded to text representation and decoded
to the reconstructed images. Moreover, since the compression domain of CMC is
natural language, the distortion should also consider the ”distortion” of the natural-
ness of the text representation. Therefore, considering both the amount of semantic
information and the naturalness, we propose two ways of estimating the distortion,
namely text-based and image-based semantic distortion. As for text-based distortion,
we estimate the distortion based on the generated text using SPICE [16]. SPICE is
an evaluation metric to measure the similarity of semantic information between the
generated text y and GT text yGT . Moreover, SPICE correlates with human judg-
ments in terms of text quality [16]. Therefore, we calculate the distortion D(y) of
y as D(y) = −SPICE(y, yGT ). As for image-based distortion, we estimate the dis-
tortion based on the reconstructed image. Since we focus on semantic distortion, we
calculate the cos similarity of features of the decoded image Dec(y) and GT image
x, i.e. D(y) = −SIM(Dec(y), x). In this paper, we adopt CLIP [17] to extract the
image feature. Therefore, a higher SIM means that the generated text contains more
semantic information to decode the image, and is natural and correct enough for a
pretrained decoder to transfer knowledge. Note that since RDO-CMC is optimized
directly for semantic fidelity, some distortion metrics measuring signal fidelity, such
as mean squared error (MSE), are not appropriate for the distortion in this paper.

Rate estimation: Traditional block-wise compression frameworks estimate the
rate using coding bits. Since coding bits of each token are lower-bounded by the
amount of information, in this paper, we estimate the rate of each token by the
amount of information. As such, the optimization can be independent of various
types of lossless codings, such as Huffman coding [15], since the rate of text is mea-
sured by the amount of information during optimization, rather than the coding bits
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Figure 3: Rate-SPICE↑ and CLIPS↑ curves of the encoded text on MSCOCO dataset.

obtained by lossless coding. To calculate the amount of information of token yi in
vocabulary A, we calculate the negative log base 2 of the probability of the token,
i.e. −log2 (Pr(yi)), where the probability is measured by the frequency Pr(yi) in the
training corpus. The amount of information of text y should consider the amount
of information of tokens in y and their correlations. Here we simply calculate the
sum of the amount of information of all tokens without considering their correlations,

i.e. R(y) = −
N∑
i=1

log2 (Pr(yi)). Note that lossless coding also adopts the frequencies

of all tokens in vocabulary A to convert tokens to a bitstream. Therefore, the rate
definition during training is highly correlated with that during inference.

Experiment

Dataset: We use MSCOCO [18] to evaluate our method. For MSCOCO, 82783
images/ 414113 text are used for training, and the Karparthy test split (5000 images)
[19] is used to evaluate the method. The images are resized with the resolution of
256 × 256 following [2]. We find that short text is too rare. To better explore the
rate-distortion trade-off, we truncate the text with 50% probability to broaden the
text length range during training as a way of dataset augmentation. If the text needs
to be truncated, we truncate the text after a randomly selected noun phrase.

Metrics: To evaluate the quality of the generated text, we use standard metrics,
including SPICE [16] and CLIPS (short for CLIPScore) [20]. SPICE considers the
similarity of the scene graph of the generated and GT text. CLIPS is the similarity
of the CLIP feature of the generated text and GT images and focuses on global
image-text alignment. To evaluate the quality of the reconstructed images, following
CMC [2], we use two semantic fidelity metrics, namely IS [21] and FID [22], where IS
measures the naturalness and the diversity of the generated images, and FID estimates
the distribution distance between the input images and the generated images. We
use the implementation of IS and FID using the released code in [12].

Implementation details: To boost the performance of RDO-CMC, the pre-
trained OFA [12] is base setting and adopted as the RDO-CMC encoder. The pre-
trained OFA and LDM [13] are both large settings and adopted as the RDO-CMC
decoder, where the former is the transformer-based method and the latter is the
diffusion-based method. We train the encoder with Eq. 1 from the pretrained check-
point using the augmented dataset for 5 epochs and finetune the encoder with Eq. 3.
Training with different λs correspond to different RDO-CMC encoders, and we adopt
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Figure 4: Rate-IS↑ and FID↓ curves of reconstructed images on MSCOCO dataset.

the same decoder for different λs since the decoder is more general to the text of vari-
able rate. The learning rate is initially set as 1e− 5, and the schedule is polynomial
decay. The batch size is 40. We find that 500 training iterations are enough to find
the trade-off. We compute b as the average reward of another four sampling texts.

Experiment settings: The settings are listed as follows. (1) Traditional
codecs: JPEG [3], JPEG2000 [4], BPG [5]. The rates are Q = [1, 5, 10, 15, 25, 50]
for JPEG, Q = [100, 90, 75, 50, 25, 10] for JPEG2000, Q = [50, 47, 45, 42, 40, 35] for
BPG. (2) Learning based codecs: Minnen et al.[6] and Cheng et al.[7]. The rates
are both Q = [1, 2, 3, 4, 5, 6]. All the traditional and learning-based codecs use the
implementation1. (3) CMC-based codecs: We use the CMC framework with Show-
and-tell [14] as the encoder and AttnGan [10] as the decoder, and train the model
with the released code, which is denoted as CMC(Li et al.). Moreover, we also im-
plement CMC with the architecture of RDO-CMC, which is denoted as CMC(Trans)
for the transformer-based decoder and CMC(Diff) for the diffusion-based decoder.
Both of them only have one rate. (4) RDO-CMC based codecs(ours): RDO-
CMC also has some variants, including RDO-CMC(Trans, SPICE), RDO-CMC(Diff,
SPICE) and RDO-CMC(Diff,SIM), and is further trained with the rate-distortion re-
ward. RDO-CMC(Trans,SPICE) and RDO-CMC(Diff, SPICE) utilize the text-based
distortion SPICE, and RDO-CMC(Diff,SIM) utilizes the image-based distortion SIM.
We do not perform RDO-CMC(Trans,SIM) since the transformer-based decoder gen-
erates images autoregressively and slowly, and is hard to optimize the decoder with
SIM. The rates of the variants are λ = [0.005, 0.004, 0.002, 0.001, 0].

RDO behavior of encoded text: We analyze the rate-distortion behavior of
encoded text, compare the rate-distortion curves of RDO-CMC with CMC on SPICE
and CLIPS in Fig. 3, and reach some conclusions. (1) Though RDO-CMC(Trans,SPICE)
and RDO-CMC(Diff,SIM) use different distortions, the curves of them are incre-

1https://github.com/InterDigitalInc/CompressAI
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mental as the rate increases. Such a result indicates that optimizing the rate-
distortion reward achieves the capability of variable rate of the encoded text. (2)
RDO-CMC (Trans,SPICE) is better than CMC of both CMC [2] and CMC(Trans).
The curve of RDO-CMC(Trans,SPICE) is above the results of CMC(Trans), indicat-
ing that RDO directly improves the semantic fidelity of the encoded text. Though
RDO-CMC (Diff,SIM) is not optimized for SPICE, the result is also comparable to
CMC(Trans). (3) Optimizing a distortion metric will improve the metric more than
other metrics. Since SIM is calculated using the similarity of the CLIP feature of
the generated and GT images, optimizing SIM is to implicitly optimize CLIPS. Thus
RDO-CMC(Diff,SIM) is better than RDO-CMC(Trans,SPICE) on CLIPS, and RDO-
CMC(Trans,SPICE) is better than RDO-CMC(Diff,SIM) on SPICE.

Semantic fidelity of reconstructed image: We compare the semantic fi-
delity of reconstructed images with IS and FID in Fig. 4, and reach some con-
clusions as follows. (1) The upper two figures in Fig. 4 show that the proposed
RDO-CMC(Trans,SPICE) outperforms CMC[2] and all the traditional and learning-
based codecs at the closing rate on MSCOCO dataset. Such a result also shows
the great potential of the proposed method on semantic-level reconstruction with an
ultra-high compression ratio. (2) The curves in the lower two figures of Fig. 4 are
incremental, indicating that optimizing the rate-distortion reward achieves the ca-
pability of variable rate of the reconstructed images. Note that some fluctuations
may exist in some metrics, such as IS, since these metrics are not directly optimized
as distortion. (3) RDO-CMC(Diff,SIM) is better than CMC(Diff), CMC(Trans) is
comparable to RDO-CMC(Trans,SPICE), and RDO-CMC(Diff,SIM) is better than
RDO-CMC(Diff,SPICE). These results show that optimizing SIM, an image-based
distortion, will improve the quality of the generated images. However, optimizing
SPICE, a text-based distortion, may not enable RDO-CMC to generate better images
than CMC. (4) RDO-CMC(Trans,SPICE) is better than RDO-CMC(Diff,SPICE). It
may be because the transformer decoder is finetuned on MSCOCO and the diffusion
is not, resulting in a better distribution distance of the former than the latter.



Qualitative results: We visualize some qualitative results in Fig. 5, where the
upper two figures are generated by RDO-CMC(Trans,SPICE) and the lower two are
generated by RDO-CMC(Diff,SIM). (1) We find that the images compressed by JPEG
with Q=1 and BPG with Q=50 are of high bpp but still suffer from block artifact,
and the semantic information in the image is hard to be recognized. Differently,
RDO-CMC reconstructs the semantic information of the GT image, which shows the
potential of semantic-level reconstruction and an ultra-high compression ratio of the
CMC framework. (2) Different λs of RDO-CMC show different levels of semantic
fidelity in the encoded text and reconstructed images. The text can contain the main
object as short as possible and the attribute, object, and scene as long as possible.
The incremental semantic information can be reflected in the image.

Conclusion and Discussion

In this paper, we propose RDO-CMC to achieve variable rate and directly optimize
semantic fidelity. We propose rate-distortion reward with RL and achieve competitive
performance on MSCOCO. Though some encouraging results are achieved, some effort
can make CMC more practical. For example, a more efficient text encoder will realize
high semantic fidelity in text, which benefits some semantic-related applications. A
more powerful image generator to draw all semantic information in the text to the
image will make RDO-CMC more realistic.
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