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= Modulation Classification (MC) is the first step performed at the System Model ered of ot learmable O
receiver side unless the transmitter explicitly indicates the »  Tx: Random bits > Mod. = Norm. = Up-sampling > Pulse-shaping I
modulation type. Machine learning tec_hnlques ha\{e been widely . Channel: Rician/Rayleigh fading > AWGN CMA Lose i
used for MC recently, but do not exploit any domain knowledge, and | T | v
some works take constellation as an image. = Rx: Transients removal - Trimming - Norm. - Sequential data i T . freezed
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= We propose EMC2-Net, a new algorithm for MC, which understands Architecture = Consteliation §
constellation as a set of 2D points (in I/Q coordinates), incurring no = Equalizer = Classifier
- - . . Rician/Rayleigh | |
Information loss. Two 1D residual blocks (RBs) Induced self-attention blocks (ISABs) Sequential Signal data —| i
= We propose a Three-phase training strategy to separate the roles of Zero-mean to eliminate DC offset  ©Xtract features ofa set of 2 points x -
the equalizer and classifier, which are trained jointly under the Matched filter (MF), Decimate :gg:g]gga?gsT;J;t;;?cf??n?;tleor:/t/lgpofiI:nMA) 3 c qualized 3
supervision of modulation type label. Normalize to unit power | | | 1S Constellation 7| &[> “Ehoss
The last linear layer gives the prob. L] O
= EMC?2-Net shows SOTA performance on classifying linear Training
modulations with much less complexity compared to baseline o y . _ / /
methods . hree-phase training strategy: Classifier pretraining - Equalizer
training - Equalizer-Classifier fine-tuning c 5| | _
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= Loss functions: Phases 1 and 3 are guided by cross-entropy loss. EHEHEHE]- £ ﬂz‘:_* > Hm > % % % E 1
N In Phase 2, CMA loss Is additionally included to enforce the kS § S| | (@ | ||| -
@ Gaussianity of the equalized constellation.
Experiments Results
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= 8 target linear modulations: BPSK, QPSK, 8PSK, 16QAM, 320QAM, ML* [5] N/A N/A 68.59 62.78 96.32 NS SRR I B P | Ll s:f-ij.-,:.,_@:m ] i#‘“‘*@“
64QAM, 128QAM, and 256QAM HOC-MLP [6] 20 N/A 65.44  63.59 78.04 S | | S S S
. . e . CNNID [7 167,898  0.030  53.09  49.97 60.26 c ‘ S0 ST s 1
= Up-sampling factor is 8; The pulse shaping filter is an RRC filter w/ a RESNetIHS] | 175 0209 8372 8201 9 17 ). QaM_ QAN 2 1280 2 ———228QMM
roll-off factor of 0.35, which spans 4 symbols; The transmitter output MCNet [9 207 0317 8850 8644  92.38 4 J,T.,;%‘EE% 1] ﬁiﬁﬁh I ;%T*ﬁf; 1 ;f:%}ﬁf
length Is 16,384 ChainNet [10] 331 0.176 ~ 82.84  84.09 84.86 °| :':“E?i#‘ﬁ” o nolohell | ii;}i} ’ Hx}ﬁé‘:f
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= Channel specifications are sampling rate 200 kHz; path delays [0, 9, EE?JNE;[TIJ&][IZ] 14?;} E.;?ﬁ zi*gg zi*;‘; gé*zé . kiiniagl I R G T il Y
17] ps; average path gains [0, -2, -10] dB; maximum Doppler shift 4 HybridNet [13] 083 0396 8531 8394  94.22 () " ees e . ws g
Hz; K-factor_4 for Rician, O for_l_?ayl_elgh fadlng. Each path consists CNN2D" [14] 8044 0042 6897  69.12 9231 | k| _| 1 é - D e
of 18 taps with the same specifications. SNR Is kept at 30 dB. ResNet2D* [20] 602 0252  66.78  67.09 92.74 | ﬁﬁ L * | : » | . e
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. rimmed signal length is 8,192; Each frame contains 1,024 symboils. EEE; EEE o Pl igg g'- gg gg'.},g gg'fg 95}15 ! Sﬁ R LA 1 ™
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he total # of frames iIs 16K, I.e., 8 modulations with 2K frames each. eMe? —Net wio P2 300 0170  87.66 8678 N/A N R R I I
» For the AWGN+PO dataset, a random phase offset is introduced on EMC”-Net w/o P3 300 0120 80.81 7238  N/A I emtze L csie |l e | oweee. |
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each frame instead of fading, and SNR varies from 10 to 28 dB. EMC”-Net w/CMA 299 N/A 8653 8153  N/A ﬁifiﬁ} dayiiEsy ﬁ%g%ﬁ;?
Training Detalls = EMC?-Net outperforms SOTA baselines on the fading datasets and 1) abaore ap LEERSRAE 4 S 1 TR
= Adam optimizer w/ the learning rate of 10~3, except that the learning gives notable result on the AWGN+PO dataset. 2 1 o 1 22 1 o 1 22 a4 o 1 22 14 o 1 2
rate of the classifier at Phase 3 is 2.5 x 10™%. = EMC-?-Net reduces the # of parameters and runtime significantly The equalizer output of (a) CMA and (b) EMC?-Net of corresponding

= The batch size is 64 and the network is trained by 500 epochs. compared with baselines, even with memory-efficient CNNSs. signals for each target linear modulation.



