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Introduction

Proposed Method

Problem In previous researches:
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predicted tokens will result In large loss penalty, TDT | 1 1 T | T . T | T T T T T | sentence Y, and randomly mask by | AXE .to determine the
even if the content of tokens matches very well. et Hinear & Softmax some tokens to get Ymask. optimal alignment between the

* The decoder input of Mask CTC is the greedy MT’" __________________________ T __________________________ * After that, Ymask Is inputted into | current prediction Y] and

: . Y Decoder : : :
CTC search at the inference stage, while the CTC J Golden Sentence P dynamic rectification algorithm. We gro_und trb.th t.oken Y.
ground truth sentence Is Inputted to the f used current best model to predict | *align, aligning the current
decoder at the training stage. This causes a mneederl I Y based on Ymask, and masked the prediction Y] and ground
mismatch between the training and inference. ——| —— —— tokens again. Therefore, the output | truth token Yi with probability
NS S— - g sentence Yrec may has wrong | P(YjYi, X)

Our contributions: Rpperemn il Rewvrrmes 5 e .. predicted tokens (like “task” in Yrec | * skip prediction, skipping the

* We introduce the AXE loss as a relaxed loss oo | | [t | Mﬁf{gﬁ.;d | ~Instead of "mask” in Y), current  prediction Y] and
instead of CE loss to the decoder training of \T TTT T‘T—T’T ' TTT """ T TTTT ‘ -ma-Hy, the sentence Yrec, Y, and inserting a special _oken_ e to
Mask CTC making the model focus on the ll ol audio features, compose the new | the ground truth token Y

. | e sl afol] [t 2 i . . ki T
tokens matching instead of tokens ordering. X training sample. cS:ILjIrI:enttar%eutr’md iilft)kﬁ)l"c?kerth\ﬁ

°  WE Propose a dyﬂamiC rectification method to Y This 1S dynamic alignment mask CTC non autoregressive  speech  recognition : J : . .
alleviate mismatch D roblem between the Ymask This (mask) dynamic  (mask) (mask) CTC  non (mask) (mask) recognition without iIncrementing he

.. . Y This 18 dynamic alignment task CTC non autoregressive  speech  recognition I’ediCtiOn '_
f P J
training and inference. Yrec This is (mask)  (mask) task CTC (mask) autoregressive speech  recognition

Conclusion

Compared with Other Non-Autoregressive
and Autoregressive Methods

Dataset: WS)J
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= vahdatlonﬁhd testing respectively. Tranformer N + The first outliers have large CE loss and relaxes the restriction o
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