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Introduction

Description:
 Optical character recognition (OCR) is a field of research in pattern recognition,

artificial intelligence (AI), and computer vision (CV).

 OCR is a method of electronic translation of the handwritten, typewritten, or printed

text into machine-translated images.

 forsorge aims to ensure optimized, self-determined, and barrier-free emergency

treatment.

Motivation:
 Advancements in the field of AI, Machine Learning (ML), and Deep Learning (DL)

techniques.

 Digitization of medical records.
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Introduction

Objectives:
 To develop and compare the region of interest (ROI) detection algorithms for

identifying the handwritten text and marked checkboxes in medical forms utilizing

various neural network (NN) based methodologies.

 To train and evaluate several NN models for OCR that can also recognize German

words and handwriting.

 Employing ROI detection and OCR to comprehensively digitize textual medical

documents.
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ROI Detection Methodologies
6

Different methodologies for object detection

https://www.researchgate.net/publication/348781394_From_object_detection_to_text_detection_and_recognition_A_brief_evolution_history_of_optical_character_recognition
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YOLO Model

 Yolov5 Detection Model Architecture

• Model backbone: CSPDarknet

• Model Neck: PANet

• Model Head: Yolo Layer

• 270 layers

• Binary cross-entropy

• SGD & Adam optimizer

 Model Parameters

• Learning rate

• Input shape
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Yolov5 Network Architecture

https://www.mdpi.com/1999-4907/12/2/217/htm


SSD-ResNet50 Model

 SSD-ResNet50 Detection Model Architecture

• Backbone network

• Two subnetworks

• Momentum optimizer

• 50 layers

• Binary cross-entropy

 Model Parameters

• Learning rate

• Input shape
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SSD-ResNet50 Network Architecture

http://acta.uni-obuda.hu/RashidiFathabadi_Grantner_AbdelQader_Shebrain_120.pdf


OCR Methodologies

Segmentation-
Recognition 
Approach

Sequence 
Learning 
Approach

10



Sequence-to-
Sequence Learning 
Model

 Text recognition using a 

convolutional recurrent 

neural network (CRNN) 

architecture

General overview of a CRNN
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Methodology
The project has the following major building blocks:

1. Dataset

▪ Data collection

▪ Data labeling

▪ Data preprocessing

2. ROI Detection

▪ Model training

▪ Test set results

3. OCR (Text Recognition)

▪ Model training

▪ Test set results
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Dataset 1313



Data Preprocessing
 Data Preparation

 Data Annotation Tools

• LabelImg

• Amazon Sagemaker

• VoTT (Visual Object Tagging Tool)

• Label Studio

 Different format annotations (txt, XML, json) as different models architecture 

accept different input data.
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Data Annotation 15

Dataset labeling sample using labelImg



Data Preprocessing 16

XML file



Data Preprocessing 17

json file

txt file



Data Preprocessing
 CSV file initially generated
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A section of the prepared dataset CSV file



Data Preprocessing

 Ground truth file prepared
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Ground truth file for character recognition models



Data in a Glance

Yolov5 class count

1,050 scanned 
medical forms 

Yolov5 training 
classes
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Methodology

General workflow of the proposed system
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ROI Detection Methodology

ROI detection workflow
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OCR 

Methodology

OCR with Gated-
CNN-BLSTM

model
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Gated-CNN-BLSTM model architecture



Transformer OCR Model

 Encoder-decoder 

architecture

 Transformers-based optical 

character recognition model 

TrOCR

TrOCR model architecture
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https://arxiv.org/pdf/2109.10282.pdf


Training and Experimental Configurations

Software Dependencies

Python 3.7

TensorFlow 2.3.1

PyTorch 1.10.0

NumPy v1.18.5

Hardware Dependencies

GPU Google Colab

RAM 16 GB

OS Linux
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Training Hyperparameters Settings

Model Optimizer Loss 

Function 

Activation Batch 

Size

Learning 

rate

Epochs

ROI detection 

model 1: Yolov5

SGD Cross entropy Sigmoid 16 1e-2 150

ROI detection 

model 2: 

SSD-ResNet

Momentum Cross entropy ReLU 16 1e-2-3e-2 150

OCR model 1: 

Gated-CNN-

BLSTM

RMSProp CTC PReLU 32 1e-2 240

OCR model 2: 

Transformers

Adam Cross entropy GeLU 8 5e-2 100
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Results
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ROI Detection Model 1: Yolov5 Results 28

Yolov5 training results



ROI Detection Model 1: Yolov5 Results 29

Recall curvePrecision curve

PR curveF1 curve



Yolov5 
Detection
Results
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ROI detection results 



Yolov5 Evaluation 
Matrix

Confusion Matrix
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Model Precision Recall mAP F1

Yolov5 0.878 0.866 0.918 0.894



ROI Detection 
Model 2: SSD-
ResNet50 Results
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SSD-ResNet50 training results

Model Precision Recall mAP F1

SSD-

ResNet

0.817 0.805 0.845 0.831



OCR Model 1: Gated-CNN-BLSTM Results

Confusion MatrixGated-CNN-BLSTM training results
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Model Parameters CER WER SER

Gated-CNN-BLSTM 820k 0.09 0.13 0.19



OCR Model 2: Transformers Results

Model Parameters CER WER SER

TrOCR 5M 0.06 0.10 0.13
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TrOCR training results



Results Comparison

Model Precision Recall mAP F1

Model 1: Yolov5 0.878 0.866 0.918 0.894

Model 2: SSD-ResNet 0.817 0.805 0.845 0.831

ROI Detection Models 

Model Parameters CER WER SER

Model 1: Gated-CNN-

BLSTM

820k 0.09 0.13 0.19

Model 2: TrOCR 5M 0.06 0.10 0.13

OCR Models 

Yolov5 performed better 
and ROI is cropped for 

OCR

Transformers have less CER, 
but Gated-CNN-BLSTM has 

very less parameters
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Results

Raw data sample ROI detected document

ROI cropped

OCR output

36



Discussion 

and Future 

Work

Conclusion:

 ROI detection on 1,050 scanned medical documents and character
recognition performed on 10,800 English and 3,800 German words.

 Yolov5 and SSD-ResNet models implemented for ROI detection. Yolo
performed better and opted for the next step.

 Gated-CNN-BLSTM and TrOCR models are used to perform OCR.

 Yolov5 and Gated-CNN-BLSTM model combination is proposed for
document digitization.

Future Work:

 Research may be utilized as an application for medical data
digitization.

 Dataset increase and test it on other detection models.

 Hyperparameter tuning to reduce CER.

 OCR dictionary could be expanded and trained to recognize other
Roman characters
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Thank You

Questions?

38



References
 Yulei Zhao, Wenyuan Xue, and Qingyong Li, "A Multi-scale CRNN Model for Chinese Papery Medical Document 

Recognition," in IEEE Fourth International Conference on Multimedia Big Data (BigMM), 2018.

 Nagarikar, A., Dangi, R. S., Maity, S. K., Kuvelkar, A., & Wandhekar, S. (2021). Input Fields Recognition in 

Documents Using Deep Learning Techniques. REVISTA GEINTEC-GESTAO INOVACAO E 

TECNOLOGIAS, 11(4), 4405-4415.

 Rao, N. V., Sastry, A. S. C. S., Chakravarthy, A. S. N., & Kalyanchakravarthi, P. (2016). OPTICAL CHARACTER 

RECOGNITION TECHNIQUE ALGORITHMS. Journal of Theoretical & Applied Information Technology, 83(2).

 Emily Murphy, Swathi Samuel, Joseph Cho, William Adorno, Marcel Durieux, Donald Brown, and Christian 

Ndaribitse, "Checkbox Detection on Rwandan Perioperative Flowsheets Using Convolutional Neural Network," in 

2021 Systems and Information Engineering Design Symposium (SIEDS), DOI: 

10.1109/SIEDS52267.2021.9483723, 2021, pp. 1-6.

 Yu, W., Lu, N., Qi, X., Gong, P., & Xiao, R. (2021, January). Pick Processing key information extraction from 

documents using improved graph learning-convolutional networks. In 2020 25th International Conference on 

Pattern Recognition (ICPR) (pp. 4363-4370). IEEE.

 Xu, R., Lin, H., Lu, K., Cao, L., & Liu, Y. (2021). A Forest Fire Detection System Based on Ensemble 

Learning. Forests, 12(2), 217.

39


	Slide 1: IEEE ICIP 2023
	Slide 2
	Slide 3
	Slide 4
	Slide 5: Related Work 
	Slide 6: ROI Detection Methodologies
	Slide 7
	Slide 8: YOLO Model
	Slide 9: SSD-ResNet50 Model
	Slide 10: OCR Methodologies
	Slide 11: Sequence-to-Sequence Learning Model
	Slide 12: Methodology
	Slide 13
	Slide 14: Data Preprocessing
	Slide 15: Data Annotation
	Slide 16: Data Preprocessing
	Slide 17: Data Preprocessing
	Slide 18: Data Preprocessing
	Slide 19: Data Preprocessing
	Slide 20: Data in a Glance
	Slide 21: Methodology
	Slide 22: ROI Detection Methodology
	Slide 23: OCR Methodology
	Slide 24: Transformer OCR Model
	Slide 25: Training and Experimental Configurations
	Slide 26: Training Hyperparameters Settings 
	Slide 27: Results
	Slide 28: ROI Detection Model 1: Yolov5 Results 
	Slide 29: ROI Detection Model 1: Yolov5 Results 
	Slide 30
	Slide 31
	Slide 32: ROI Detection Model 2: SSD-ResNet50 Results
	Slide 33: OCR Model 1: Gated-CNN-BLSTM Results
	Slide 34: OCR Model 2: Transformers Results
	Slide 35: Results Comparison
	Slide 36
	Slide 37: Discussion and Future Work
	Slide 38: Thank You
	Slide 39: References 

