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ABSTRACT

Explainable AI (XAI) is the study on how humans can be able
to understand the cause of a model’s prediction. In this work,
the problem of interest is Scene Text Recognition (STR) Ex-
plainability, using XAI to understand the cause of an STR
model’s prediction. Recent XAl literatures on STR only pro-
vide a simple analysis and do not fully explore other XAI
methods. In this study, we specifically work on data explain-
ability frameworks, called attribution-based methods, that ex-
plains the important parts of an input data in deep learning
models. However, integrating them into STR produces incon-
sistent and ineffective explanations, because they only explain
the model in the global context. To solve this problem, we
propose a new method, STRExp, to take into consideration
the local explanations, i.e. the individual character predic-
tion explanations. This is then benchmarked across different
attribution-based methods on different STR datasets and eval-
uated across different STR models.

Index Terms— Computer Vision, Scene Text Recogni-
tion, Explainable Al

1. INTRODUCTION

Scene Text Recognition (STR) [IL, 12} 3] refers to the act of
reading text from a natural scene setting. STR images are usu-
ally more difficult to predict than optical character recogni-
tion (OCR) images from scanned documents. There is a large
research literature [3]] addressing these present challenges to
obtain the best STR model predictor.

Many of these works, however, only focus on solving the
main problem of increasing model accuracy. They do not
address the problem of explaining why STR models work
in general. Previous experiments focus on attention maps
[4% 15} 6] that only provide a simple analysis and do not focus
on providing explainability to STR. The vast majority of XAl
methods out there [7,8} /9] in computer vision are usually only
evaluated on single-class image classification tasks and are
generally ineffective in explaining STR networks. STR pre-
dictors are black-box models constituting various deep neu-
ral network architectures and comprising of a multi-class out-
put prediction, making them more challenging to understand.
Motivated by this, a study is presented merging both XAI
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Fig. 1: Examples of attribution-based method explanations, wherein
greener areas are more important and red areas are less important.
When executed on STR models, previous attribution-based methods
produce inconsistent and ineffective data explanations (first 11 im-
ages), that produce false positives (green areas far away from the
text), and false negatives (red areas near the text). STRExp reduces
this explanation inconsistency (12th image) by placing more impor-
tance in the actual text areas of the image.

and STR, called Scene Text Recognition (STR) Explainabil-
ity. We ask the question related to XAI, "Why do STR models
work?” [10, [7,[11,112]]. This question focuses on trying to ex-
plain the input data of a deep learning model and persuades
us to learn more about the need to explain why STR models
work in general. Not only does explainability benefit Al engi-
neers, but they can also provide the explanations to convince
non-Al experts that these models are trustable and safe to use,
even in high stake decisions.

In this work, the problem of interest is in STR Data Ex-
plainability, which focuses on providing explainability to the
input data. To the best of our knowledge, there is only little
work on Explainable STR. Thus, we focus on recent litera-
tures, called interpretable multi-label classification, that have
some similar characteristics with our problem. However, in-
tegrating these to previous attribution-based methods lead to
inconsistent and ineffective explanations in STR models (Fig.
[T). This is because these works only try to explain multi-label
class models in the global context [13| 14 [15] (Fig. [2). To
solve this problem, we propose to execute the explanations to
include the local individual character explanations. Combin-
ing both the local and global explanations produces stronger
average explanations on the input. Data explanation provides
evidence to understand why an STR model works. This in-
creases model trustability and simplicity [9].

In summary, the contributions of this work are as follows:



(1) To the best of our knowledge, this work is the first in cre-
ating a new data explainability framework specifically made
for the task of STR. (2) The local explanations of STR mod-
els are leveraged and combined with the global explanations
to reduce the inconsistency and ineffectiveness of previous
attribution-based methods. We call this STRExp. (3) Our
method is then benchmarked across different STR datasets,
and show superior explanation performance when compared
to previous attribution-based methods across different STR
models.

2. RELATED WORKS

The area relating to the task of explaining the input features
of a host model are typically associated with attribution-based
explanations. In the current literature, attribution-based ex-
planation methods [9, [16| [15] make up the majority of ma-
chine learning explanations. These methods normally inter-
pret which of the individual input features contribute most
to the output’s prediction. However, most of their explana-
tion examples in computer vision are applied to single-label
image classification problems. Existing works implementing
them into multi-label classification systems show simple and
ineffective explanations. Thus, the task of integrating them
into Scene Text Recognition (STR), a subset of a multi-label
classification problem, is a major challenge in itself.

Attribution-based explanations leverage the model fea-
tures extracted in order to create an interpretable data repre-
sentation. Popular methods such as LIME [15] and SHAP
[L6] provide feature-based explanations in terms of high-
lighting pixels/superpixels. However, in the context of a
multi-label classification problem like STR, these attribution-
based methods suggest on transforming the former into a
single-label class output [[13|[15]. Thus, this form of explain-
ability execution can only output the model’s attributions in
the global context. In our case, we also take into considera-
tion the individual characters of the STR model to reduce the
ineffectiveness produced by these previous method’s expla-
nations.

3. METHODOLOGY

3.1. STR Attribution-based methods

An attribution-based method, A, consists of an iterative algo-
rithm that uses either the forwardpass parameters, backward-
pass parameters, or both, to compute an explanation (Fig. [I))
of a model. Given an STR model M, its parameters 6, and
one of the attribution-based methods A; € A, the latter’s ex-
planation is given by F(X) = p®'" = A;(My(X)). This is
also called the attributions of A;. Thus, for each input feature
X = {X;1,Xs, ..., X, }, its attribution representation is also
givenby F(X) = {E(X1),..., E(X,)}.
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Fig. 2: Previous attribution-based methods only execute their expla-
nations in the global context of the STR model. We further improve
data explainability by querying the best attribution-based methods,
and then combining both the local and global explanations. This new
method is called STRExp.

The calculation of the attribution E(X) is done using
either the forwardpass parameters L, backwardpass parame-
ters G, or both, depending on the attribution-based method.
The forwardpass parameters refers to the layer maps dur-
ing model prediction, L = {L;,Lo,...,L,}, where Lq
refers to the first layer, Lo refers to the second layer, etc.
The backwardpass parameters refers to the gradients of
each layer during backpropagation, set to G = 736(5/9,1/)

de(Y,Y) de(Y)Y)
{20 L, ’ 901,
function between the target value Y and the predicted value
Y with respect to the model parameters at a specific layer 0.

de(Y,V) S
LT }, where e(Y,Y) is some error

3.2. Global and Local Explanations

For each input features X = {X;, X5,...,X,}, an STR
model M with parameters # must predict a sequence of label
space Y = {Y1,Ys, ..., Y, }. Its corresponding score is given
by r = R(My(z)), where R is some function that calculates
the mean output to convert it into a single-label space. Each
attribution-based method is set as A; € A. Thus, each attri-
bution/explanation output is then set to pith ., = Ai(z,7),
which indicates that this explanation is in the global con-
text of the model My, capturing the STR model’s distri-
bution Y = {Y¥1,Y,,...Y,} = P{Xy,Xo,...,X,}0).
After evaluating each explanations, an explainability eval-
uator metric y is used to query the best A;. We used
selectivity [17] for . For each input feature segmenta-
tion, X = {X1, Xo,..., Xy}, its corresponding attribution,
ST = E(p¥T), is acquired. Finally, the total performance

x
for A; is setto z; = y([s21"", s287 .. s4'"]) for all total seg-

r1 X2



mentations m. After minimizing the Selectivity Area Under
the Curve (AUC), min(E4, (X)), Ea,(X)), ..., E4,(X))),
the best attribution-based method B = A(z) is queried.

The problem with using the global context is that it pro-
vides incoherent gradients to the attribution-based method.
You can only impose a single target value of W dur-
ing backpropagation for all STR outputs. This leads to the
main problem of producing those inconsistent and ineffec-
tive data explanations. To solve this problem, we propose
to involve the local explanations of each individual charac-
ter prediction. Thus, the value of its gradients will be G, =

{ae(Y:cl,f/) de(Y=cz,Y) de(Y=c,,Y) }
00 ’ o0 a0

S ey where c; are the
individual target character values of the STR model. This
solves the gradient incoherency produced by the global expla-
nations. We build from the best attribution-based method B
and execute it in the local context of the STR model. For each
image I with input features X = {X;, Xo, ..., X, }, there is a
fixed number of total characters ¢ € C. The local score of the
individual character is then computed by 7., = R(My(z), k)
and its attribution is computed by p{'", = B(z,r., ). Here,
¢y, is the character c at the kth position. This attribution de-
scribes the STR model’s single-character prediction distribu-
tion Y; = P({X1, X, ..., X,,}|0), without depending on the
outputs of the other characters. This process is executed for
each other characters c until there are k£ individual charac-
ter attributions. As described in Fig. [2] these local expla-
nations are also combined with the global explanation of the
best attribution-based method, p?f’y =~ = B(z,r) to further

globa
improve the data explanation performance. The final attri-
bution is then set to pfiﬁiﬁ = E(pjii, piithar)s and then

its selectivity is again computed to compare it with previ-
ous attribution-based methods. The code can be found in
https://github.com/markytools/strexp.

4. RESULTS AND DISCUSSION

4.1. Metric Evaluation

The metrics used are derived from the selectivity metric.
Explanation selectivity [17] measures how fast a function
f(x) goes down when removing features with the highest
relevance. The highest scored segmentation feature from
an attribution-based method explanation is removed and the
STR performance is plotted (y-axis). This process is re-
peated iteratively until all input features have been removed
(x-axis). The final selectivity value will be the area under the
curve (AUC). The best attribution-based method will have
the lowest selectivity (i.e. the lowest AUC), suggesting that
removing this method’s most important areas in the image
first will coincide with a larger drop in the STR model per-
formance compared to other attribution-based methods. Two
STR performances are used to derive two new metrics from
selectivity. One is using the STR text accuracy called Se-
lectivity Accuracy, while the other is using the STR mean
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Fig. 3: From top to bottom: VITSTR[I8](1st & 2nd fig-
ure), PARSeq[[19](3rd & 4th figure), TRBA[1](5th & 6th figure),
SRN[2](7th & 8th figure), ABINET[20](9th & 10th figure) and

MATRNI[21](11th & 12th figure) quantitative results.

Selectivity Confidence
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Fig. 4: From top to bottom: PARSeq[19](I1st & 2nd figure),
SRN[2](3rd & 4th figure), and TRBA[I](5th & 6th figure) quali-
tative results.

More Important

confidence called Selectivity Confidence. For each dataset,
the average selectivity is computed across all images.

4.2. STRExp Quantitative Results

Using the selectivity metric, the quantitative results are ob-
tained to compare STRExp with previous attribution-based
methods across different STR real datasets and across dif-
ferent STR models. For evaluation, the STR model archi-
tectures used are: VITSTR [18], TRBA [1l], PARSeq [19],
SRN [2], ABINET [20], and MATRN [21]]. The attribution-
based methods (and their abbreviations) to be compared
are [14]: Integrated Gradients (IntGrd), GradientSHAP
(GSHAP), DeepLift (DpLft), Saliency (Sal), Input X Gra-
dient (IXG), Guided Backprop (Gd-Bp), Deconvolution (De-
conv), KernelSHAP (KSHAP), Feature Ablation (FtAblt),
LIME (LIME), and Shapley (Shapley). The evaluation is
done on different real-world STR test datasets [3]]: CUTESO,
SVT, IIIT5k_3000, SVTP, IC03_860, IC03_867, IC13_857,
IC13_.1015,1C15_1811, IC15_2077.

Fig. [3]shows the benchmarks of STRExp. The y-axis in
the figure represents either the selectivity accuracy or selectiv-
ity confidence metric. The x-axis represents the abbreviations
of the attribution-based methods to be compared. The line
colors represent the different STR datasets. Thus, a single
(x,y) coordinate represents the selectivity of the attribution-

based method when evaluated on that dataset. The dot/point
of each line signifies the attribution-based method that has the
lowest selectivity on that dataset. Ours(GL) refers to STR-
Exp having its output combined with both the global and lo-
cal explanations, while Ours(L) refers to STRExp only us-
ing the local explanations. STRExp is executed to produce
the explanations of the VITSTR STR Model [18], PARSeq
STR Model [19], TRBA STR Model[], SRN STR Model[2],
ABINET STR Model [20], and MATRN STR Model [21]].
The results show that our proposed method, STRExp, gen-
erally has the lowest selectivity accuracy and lowest selec-
tivity confidence in the majority of cases compared to previ-
ous attribution-based methods evaluated across different STR
datasets.

4.3. STRExp Qualitative Results

The general traits/conditions for a good qualitative image are:
(1) The best attribution-based method will have greener areas
inside and near the text compared to previous methods, be-
cause hiding these areas of the image first (according to the
selectivity metric) will produce a greater accuracy drop com-
pared to other areas. (2) The best attribution-based method
will have less red areas inside and near the text compared to
previous methods. It does not make any sense to hide the text
areas last when trying to produce a lower selectivity.

In the top of Fig. [d] STRExp is evaluated on PARSeq([19]
STR Model in some image samples of the IC03_867 (first 5
images) and the IC13_857 (last 5 images) datasets, showing
how a low selectivity accuracy from Fig. [3]impacts the results
visually. The first image column with the "QUEEN” text has
more greener colors near and inside the text in STRExp com-
pared to previous attribution-based methods. In the second
column "BREAK?”, STRExp has more greener areas and less
redder areas in the text compared to previous methods. This
trend follows for all other image columns in the figure.

In the middle of Fig. ] another STR Model, SRN[2], is
evaluated on CUTESO (first 5 images) and SVT (last 5 im-
ages) datasets, showing how a low selectivity accuracy from
Fig. [ impacts the results visually. In the bottom of Fig. [}
the TRBA[]] STR Model is evaluated on the IC03_860 (first
5 images) and IC15_2077 (last 5 images) datasets, showing
how a low selectivity accuracy from Fig. [3] impacts the re-
sults visually.

5. CONCLUSION
This work proposes STRExp that leverages the local individ-

ual character explanations to produce better STR explanations
compared to previous attribution-based methods.
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