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Limitations of pre-trained open-set detector inference

Most models achieve open-set detection through similarity 
between text and image regions. But the text prompt suffers 
from descriptive difficulties, linguistic ambiguity, and adjust-
tment uncertainty in real-world inference, as show in Fig.1.

Prompt tuning

A direct idea is to optimize the text prompt vector in down-
stream tasks through GT. However:

Established methods[2,3] rely on text initialization, limit-
ing the visual prompt representation capabilities.

The training process does not consider the negative sam-
ple problem on the prompt side, and prompts trained fr-
om different tasks will lead to a significant drop in precisi-
on when combining inference, as show in Fig.1 (c).

Contribution

 a statistical-based visual prompt construction method 
that is not dependent on text descriptions initialization.

 a similarity dictionary strategy to make the learned 
image prompt more discriminative and significantly 
improve the stability of combined inference.

 Our visual prompt method outperforms ot-her prompt 
learning methods on 13 public datasets and in comb-
ined inference.

INTRODUCTION
Visual Prompt Construction

visual prompt 𝑭𝑭𝒗𝒗 = 𝑬𝑬𝒊𝒊 …𝑬𝑬𝑵𝑵 ,𝑬𝑬 ∈ 𝑹𝑹𝟏𝟏×𝑪𝑪 initialized by gaussian distributions, which 
from pre-training data statistics. Applying stochastic similarity layer to establish 
similarity, The process defined as

 𝑬𝑬𝒊𝒊~ = 𝒂𝒂𝑬𝑬𝒊𝒊 + 𝟏𝟏 − 𝒂𝒂𝟐𝟐𝑬𝑬𝒋𝒋 , 𝒖𝒖𝟏𝟏 = ∑ 𝑬𝑬𝒊𝒊
𝑵𝑵

 ,  𝒖𝒖𝟐𝟐 = ∑ 𝑬𝑬𝒊𝒊
~

𝑵𝑵
,  𝑭𝑭𝒗𝒗  −= (𝒖𝒖𝟐𝟐 − 𝒖𝒖𝟏𝟏)

𝒂𝒂 ∈ 𝟎𝟎,𝟏𝟏  is a constant, controlling similarity between 𝑬𝑬.

Similarity Dictionary

The purpose is to add hard samples in training to make visual prompts more 
discriminative. As shown in the red dashed box in Fig.2, we use VLM[1] to calculate 
the similarity between region crop and noun phrase dictionary, and extract the top K 
phrase.

𝑻𝑻𝟏𝟏 …𝑻𝑻𝑲𝑲 = 𝒕𝒕𝒕𝒕𝒕𝒕𝑲𝑲 𝒇𝒇𝑻𝑻 𝑻𝑻𝟏𝟏 …𝑻𝑻𝑩𝑩

Then recalculate the similarity between K phrases, and after NMS processing, the 
remaining texts form a similarity dictionary. During training,  negative samples by 
randomly sampling in the dictionary.

METHOD

Figure 2: Pipeline of visual prompt training framework

EXPERIMENTS
Dataset: ODinW13 is a series of real-world datasets consists of PascalVOC, Aerial Drone, Aquarium, Rabbits, Ego Hands, Mushrooms, Packages, Raccoon, 
Shellfish, Vehicles, Pistols, Pothole and Thermal.

Method Class name initialization Avg(mAP)

Text prompt  50.1

Context Prompt[2]  62.1 

Context Prompt†  57.6

Offset Prompt[3]  64.3

Offset Prompt†  63

Our visual prompt N/A 67.7

Table 1: Comparison with other prompt methods on ODinW13

Table 2: The ablation study of statistical distribution, stochastic similarity layer, 
and similarity dictionary

Table 3: Explore combinatorial inference with two separately trained prompts.

Result

In publicly datasets, our method outperforms other prompt methods. The 
ablation experiment verified the effectiveness of the design, and our method 
fully considers negative text samples, resulting in more stable performance in 
combination inference.
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Figure 1: Visualization of different prompt combined inference.
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