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ABSTRACT

Occlusion presents a significant challenge in human pose esti-
mation. The challenges posed by occlusion can be attributed
to the following factors: 1) Data: The collection and anno-
tation of occluded human pose samples are relatively chal-
lenging. 2) Feature: Occlusion can cause feature confusion
due to the high similarity between the target person and inter-
fering individuals. 3) Inference: Robust inference becomes
challenging due to the loss of complete body structural infor-
mation. The existing methods designed for occluded human
pose estimation usually focus on addressing only one of these
factors. In this paper, we propose a comprehensive frame-
work DAG (Data, Attention, Graph) to address the perfor-
mance degradation caused by occlusion. Specifically, we in-
troduce the mask joints with instance paste data augmentation
technique to simulate occlusion scenarios. Additionally, an
Adaptive Discriminative Attention Module (ADAM) is pro-
posed to effectively enhance the features of target individu-
als. Furthermore, we present the Feature-Guided Multi-Hop
GCN (FGMP-GCN) to fully explore the prior knowledge of
body structure and improve pose estimation results. Through
extensive experiments conducted on three benchmark datasets
for occluded human pose estimation, we demonstrate that the
proposed method outperforms existing methods. Code and
data will be publicly available.

Index Terms— Human Pose Estimation, GCN, Occlu-
sion Scenes Analysis

1. INTRODUCTION

Human pose estimation (HPE) has been a prominent area of
research in computer vision, with the primary goal of accu-
rately localizing annotated keypoints of human body, such
as wrists and eyes, etc. This fundamental task serves as a
basis for numerous downstream applications, including hu-
man action recognition[1],human-computer interaction
and pedestrian re-identification[3]], etc.

Thanks to the powerful nonlinear mapping capabilities of-
fered by neural networks, HPE has experienced notable ad-
vancements in recent years. However, existing methods such
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(a) Keypoints Swap
Challenges existed in occluded pose estimation.
(a)Keypoints Swap: Due to the interference of the non-target
person, some keypoints are predicted in the wrong positions.
(b)Kypoints Miss: The large area of occlusion leads the con-
textual and structural information loss. Left is ground truth
results and right is detection results.

(b) Keypoints Miss
Fig. 1:

as PPNet[4]], TokenPose[3]], ViTPose[[6] and PoseTrans[[7]] all
encounter challenges in addressing occlusion.

The primary difficulties of occluded human pose estima-
tion mainly include the invisibility of occluded body parts and
the strong interference caused by non-target keypoints. To be
specific, there are three main factors: 1) Lack of occluded
samples. Mainstream datasets of HPE lack occluded sam-
ples, which limits the ability of models to learn robust repre-
sentations when facing occlusion. 2) Feature confusion. As
shown in Fig[T(a). Occlusion can lead to feature confusion
because of the high similarity between the target and inter-
fering persons, resulting in perplexity between the target and
interfering keypoints. 3) Inference with uncompleted context
information. As shown in Fig[T[b). The large area occlusion
leads to the loss of contextual and structural information, thus
making the model unable to obtain enough contextual infor-
mation from adjacent keypoints to infer the exact location,
which leads to keypoints missing or abnormal postures.

In response to the aforementioned challenges, several
methods have been proposed. For instance, ASDA[8] and
MSR-Net[9] try to generate occlusion samples, thereby miti-
gating the impact of limited occlusion samples in the dataset.
STIP attempts to address occlusion by enhancing key-
points’ semantic information. Besides, methods like OAS-
Net[11]] focus on optimizing the processing of features to
alleviate confusion between the target person and interfering
individuals. Furthermore, to overcome the incomplete human
body structure information caused by occlusion, approaches
such as OPEC-Net[[12] leverages the graph convolutional net-
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Fig. 2: The framework of our proposed method DAG. The input image undergoes data augmentation, then it is fed into the
backbone for feature extraction. Subsequently, the features are input into the adaptive discriminative attention module for
feature enhancement, the enhanced features are generated for initial pose generation. The initial pose is then sent to the feature-
guided multi-hop GCN for pose refinement and correction, producing the final pose.

work (GCN) to infer occluded keypoints. However, these
methods only address one aspect of the challenges, thus their
performance is still not ideal when facing occlusion.

In this paper, we present a comprehensive framework
DAG (Data, Attention, Graph) to tackle the issue of occlu-
sion in human pose estimation. First, we propose a novel
data augmentation method called mask joints with instance
paste. Unlike previous methods that focus on simulating ei-
ther object occlusion or human occlusion alone, our method
is compatible with both scenarios, allowing us to better sim-
ulate real-world occlusion situations. Second, in order to
distinguish confused features caused by occlusion, an adap-
tive Discriminative Attention Module (ADAM) is introduced
to differentiate target person and interfering individuals and
enhance target features. Third, to compensate for incomplete
body structure information, the Feature-Guided Multi-Hop
GCN (FGMH-GCN) is introduced. FGMH-GCN can fully
explore the prior knowledge of body structure and leverage
useful information in the features map to compensate for the
information loss in the initial pose estimation. Our method
encompasses data augmentation, feature processing, and re-
sult refinement, providing a holistic approach to address
occlusion-related difficulties.

2. METHOD

2.1. Overview

As shown in Fig[2] our framework DAG is composed of three
main components: Mask Joints with Instance Paste, Adap-
tive Discriminative Attention Module(ADAM), and Feature-
Guided Multi-Hop GCN (FGMP-GCN).

2.2. Mask Joints with Instance Paste

We randomly mask partial keypoints to simulate object occlu-
sion. On the other hand, person occlusion is simulated using
instance paste, where occluding instances are inserted into the
image.

Mask Joints. In scenarios where a person is occluded by
an object, certain parts of the human body become invisible,
so we use the joints mask method to simulate occlusion by
objects, as shown in Fig2]. The process involves randomly
selecting human and masking keypoints with rectangles of
various sizes. This simulation enhances the robustness of the
model by exposing it to occlusion challenges during training.

Instance Paste. Inspired by ASDA[8]] and in order to mit-
igate the adverse effects of person-to-person occlusion, we
propose instance-paste to enhance the network’s robustness.
We begin by segmenting all human body images using the
human parsing method[13]. These segmented human bod-
ies form our human body instances pool. Human instances
are randomly selected from the instances pool with random
rotation and scaling to create occlusion data. Finally, the se-
lected human instances are pasted into the image at random
positions. This process generates diverse person patterns that
mimic real-world scenarios.

2.3. Adaptive Discriminative Attention

To address the challenge of feature confusion arising from oc-
clusion, we introduce the ADAM which comprises two com-
ponents: channel attention and spatial attention.

Channel Attention. The channel attention leverages the
central features of the human body to enhance the correspond-
ing features, thereby facilitating the discrimination between
different human instances at the channel level.



Given the multi-joints features F,,, € RE*H*W output
from the backbone. H and W are the height and width of
the features map, respectively. And the instance feature F; €
RE*1x1 g extracted from the center of the human body in
Fm- Then Fj is fed into a linear layer to generate new features
with the shape as F;. After that, an expansion operation is
used to make the new features resemble F,,,. So the channel
attention map C' € RE*7*W can be defined as:

C = Fu - U(L(F)), (1)

L is alinear transformation, and W is the expansion operation.

Spatial Attention. Spatial attention is leveraged to sup-
press background features or object features that may occlude
the human body.

Given the feature maps F € RE*H*W e first use con-
volution layers to generate three new feature maps @, K,V
where {Q, K,V} € ROHXW Next, {Q, K} are reshaped
to ROV, where N = H x W represents the number of pix-
els. Following this, the transpose of K is multiplied by @ to
obtain the spatial attention map S € RY*N | After reshaping
V to RE*N | a matrix multiplication is performed between V/
and the transpose of S. The resulting matrix is then reshaped
back to REXH*W yielding the final result S’ € RE*HxW.

S = ®(F)y - softmaz((®(F) @ ®(F)o)'. ()

where @ is a convolution operation.

2.4. Feature-Guided Multi-Hop Graph convolutional
Network

GCN fomulation We construct a graph G = (V, ) to for-
mulate the human pose with N joints. Here, V represents each
keypoint of the human body, and £ represents the connections
between two keypoints in the body. The collection of features
of all nodes can be written as a matrix M € RP*N. The
updated feature matrix can be written as:

K
M =o(> wp- (WOM+WOMA)). 3
k=1
Where wy, € RP*V is a learnable modulation matrix used to
model the relationship between features at each hop distance,
W©) and W) are the weight matrices corresponding to the
self and neighbor transformations, respectively. As the sym-
metrically normalized version without self-connections. D is
the dimension of features.

Feature-Guided. The MMGCN block [14] is employed
to capture valuable information present in the features map
that may have been lost in the initial pose. Next, the grid
sampling is utilized to extract joint features from their respec-
tive feature map locations (x,y) . Then the joint features are
weighted into the original features map.

Multi-Hop. Traditional graph convolutional networks
(GCNs) often only consider information between adjacent
nodes. Inspired by MMGCN [14], we introduce the mecha-
nism of multi-hop. The relationship in the adjacency matrix

of each hop is low correlation except for the distance within
k hops of the intermediate nodes. Therefore, it can provide
a flexible modeling structure for learning the long-term re-
lationships between human joints. FGMH-GCN not only
makes up for the missing human structure information by us-
ing the prior knowledge of body structure but also suppresses
the generation of abnormal poses.

2.5. Loss Function

The loss function consists of three parts 1) multi-joints loss
Ly, 2) target-joints loss £¢; 3) GCN-pose loss £,. For the
keypoint heatmap, we use mean square error (MSE) as our
loss function. For the GCN pose loss, we use L1 loss. So the
overall loss function can be written as:

L=l + 0l + N, )

Where ) is a hyperparameter for balancing the three losses.

3. EXPERIMENTS
3.1. Datasets

We evaluate our model on three datasets: MSCOCO-RE,
CrowdPose [19] and OCHuman [20]].

COCO-RE the train2017 dataset contains 57K images
with over 150K person instances. val2017 set and test-dev set
contain 5K images and 20K images, respectively. COCO-RE
is our re-labeling of the val2017 set, which adds the annota-
tions of the occluded joints. The visible flag is denoted as
v = 3 : labeled and occluded.

CrowdPose [[19] contains 20K images and 80K persons
labeled with 14 keypoints. We use the trainval set for training
and the test set for evaluation.

OCHuman [20] contains 4731 images and 8110 person
instances. It consists of 2,500 images in the val set and 2,231
images in the test set.

3.2. Implementation Details

All experiments are conducted using PyTorch on two RTX
3090 GPUs. The HRNet is used as the baseline model and is
initialized with weights pre-trained on the ImageNet classifi-
cation task.

Training. We train all models using the HRNet frame-
work, wherein the human bounding box is extended in a fixed
aspect ratio of height:width=4:3, and the region is cropped
from the original image which is then resized to a fixed size
of 256x192 or 384x288. We follow the HRNet for other re-
lated settings.

Testing. We follow the top-down workflow for human
pose estimation. In the case of the MSCOCO dataset, we
use the detection results of previous works[16] to ensure a
fair comparison. As for the CrowdPose dataset, we utilize
ResNet101-FPN][21]] as the human detector to detect individ-
uals. The heatmap post-processing is the same as the HRNet.



method backbone input size val2017 test-dev RE OCHuman CrowdPose
AP AP AP AP AP
SBL [[15] ResNet-50 256x192 70.4 70.0 67.1 55.8 68.4
OAS-Net [[1L1] HRNet-W32 256x192 75.0 - - - -
ASDA [8]] HRNet-W32 256x192 75.2 - -

OPEC-Net [12] HRNet-W32 256x192 - 73.9 - - -
HRNet [16]] HRNet-W32 256x192 74.4 73.5 71.0 63.0 71.7
HRNet [16]] HRNet-W48 384x288 76.3 75.5 73.0 64.8 73.9

STIP [10] HRNet-W48 384x288 76.8 - - 64.0 -
PoseTrans [7]] HRNet-W48 384x288 76.8 75.7 - - -
SimCC [17] HRNet-W32 256x192 75.3 74.3 71.8 62.3 66.7
SimCC [17] HRNet-W48 384x288 76.9 76.0 73.5 66.2 -
Poseur [[18] ResNet-50 256x192 74.2 72.8 70.6 58.0 70.9
DAG HRNet-W32 256x192 75411 ¢ 74.310 5 720110 64.57 2 727110
DAG HRNet-W48 384x288 77.010.7 76.070 5 73.710.7 66.91 7 74.27.3
Poseur + DAG ResNet-50 256x192 74.570.3 731103 71.170 5 58.910.9 71.570.6

Table 1: Comparison with Other methods on MSCOCO val, test-dev, RE, OCHuman, CrowdPose. The underlined highlights
the compared results, the results of our method are highlighted in bold.

3.3. Comparison with Other Methods

Quantitative results of our method DAG and other methods
on MSCOCO, OCHuman and CrowdPose are listed in Tab[T]
Compared to HRNet, DAG achieves 0.7% and 0.5% gains on
val and test-dev set with HRNet-W48 and input size 384x288.
The performance of traditional methods, such as SBL and
HRNet, decreases when testing on MSCOCO-RE. In contrast,
our DAG achieves a performance of 73.7 AP, which is an im-
provement of 0.7% mAP compared to HRNet.

On OCHuman, We achieved 2.1% mAP improvement
compared to the baseline HRNet-W48 model with an input
size of 384x288. Additionally, we achieve 2.2% mAP im-
provement compared to the Simcc HRNet-W32 model with
an input size of 256x192.

On CrowdPose, our proposed DAG has demonstrated a
significant improvement of 1.0% mAP compared to the base-
line, indicating its effectiveness and generalizability across
different scenarios.

Moreover, when combined with our DAG, the Poseur[18]]
exhibited notable improvements across multiple datasets, es-
pecially in the occluded datasets. This provides strong evi-
dence of DAG’s effectiveness, which also shows DAG can be
easily integrated into other frameworks, making it a versatile
solution for improving human pose estimation performance
in occlusion scenarios.

3.4. Ablation Study

Ablation Studies on MSCOCO. The results on MSCOCO
are summarized in Tab2l HRNet is used as the baseline with
an input size of 256x192. Our proposed method improves
the mAP by 1% compared to the baseline. Specifically, the
data augmentation technique effectively simulates real-world
occlusion scenarios and improves the mAP by 0.3%. More-
over, ADAM distinguishes the target from the interference

MSCOCO val2017 datsets
HRNet-W32 | DA | ADAM | FGMH-GCN AP
v 74.4
v v 74.7 (0.3 1)
v v 74.8 (0.4 1)
v v 75.1 (0.7 1)
v v v v 754 (1.07)

Table 2: Ablation study. Investigating the effects of the pro-
posed module. DA means adding the proposed data augmen-
tation module.

and further enhances the performance by 0.4% mAP. Further-
more, FGMH-GCN improves the mAP by 0.7%, effectively
capturing the relationship between neighboring keypoints.
The improvement induced by the proposed techniques clearly
demonstrates the effectiveness of the proposed method.

4. CONCLUSION

In this paper, we propose a comprehensive framework DAG
for occluded pose estimation. In particular, we design a novel
data augmentation method mask joints with instance paste
to generate challenging occluded samples. Additionally, an
Adaptive Discriminative Attention Module is introduced to
distinguish the confusion features. Furthermore, we incor-
porate a Feature-Guided Multi-Hop GCN that leverages the
human body structure to strengthen the body structure con-
straints during joint inference. Extensive experiments on
three benchmarks demonstrate the effectiveness and general-
izability of our method.
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