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Problem Statement Proposed RDSTN Model

Ultrasound 1imaging serves as a pivotal tool in medical
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Fig. 2. The main pipeline of our proposed RDSTN. RDSTN consists of an encoder which
extracts non-locality and a decoder that performs local enhancement. The combination of locality
and non-locality improves the representation and performance of the model.

Specific shortcoming:

1. Ultrasound 1imaging depth adjustment compromises Residual Dense Swin Transformer Encoder:

temporal resolution and 1image quality due to echo The RDST encoder, based on the Swin Transformer block, maintains a fixed resolution and

reception time limitations and signal interference. number of channels at each stage's output, ensuring a one-to-one correspondence between pixels

2. Traditional zoom-in operation in ultrasonic devices in LR images and their respective latent codes. A key innovation in the RDST encoder is the
fusion of local and global features, enabling the model to retain essential contextual information
throughout 1ts processing stages.

Global feature fusion:

using interpolation result in loss of detail and artifacts.

To address these limitations, we introduce the Residual
Dense Swin Transformer Network (RDSTN), which
integrates a linear embedding layer, a Residual Dense

Shifted-window Transformer (RDST) encoder, and an
Multi-Layer Perceptron (MLP).
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Local feature fusion:

Local Enhanced Implicit Representation Upscaling:
The LEIRU decoder, operates on the coordinates of the target high-resolution image, aligning
each coordinate with 1ts nearest latent code. The RGB values for each coordinate xq are defined
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}( where ( ) is the nearest latent codeto ,and  1is the coordinate of ( ). The relative
LR mage Continuous Domain distance between the coordinate and its nearest latent code serves as a measure of feature
"""""""""""""" x2.18 x3.23 Similarity.
Fig. 1. An example of SR images of abitrary scales Local ensemble operation: EIRU( )= () (4)

generated by RDSTN. RDSTN can achieve super-

. . , , . The non-local encoder's design plays a
resolution of arbitrary scale using only single model.

where represents the weights for each coordinate

crucial role 1n infusing non-locality into the local decoder, optimizing the model's performance.

Experiments and Results

Table 3. Generalization test of RDSTN on out-
distribution dataset. The evaluation is performed on
the USenhance dataset. The best result is in bold.

Table 1. Quantitative comparison in terms of PSNR(dB). The evaluation is performed on the
BUSI testing set. The models are trained with continuous scale sampled from U(1, 4). Best result of
each scale is in bold.

A Num. of In-distribution Out-distribution Method scale
L Parameters x1.6 x1.7 x1.8 %1.9 X2 X3 x4 X6 X8 x10 =5 x1.6 x1.7 x1.8 x1.9 X2
Bicubic = 40.21 39.36 38.88 38.21 38.68 33.17 30.40 26.88 24 .86 23.64 train: BUSI [Z%], test: MICCAI USenhance breast
EDSR-LIIE [16] 496.4K 4392 4306 4226 4150  40.80 3580 3287 | 2942 2734  26.04 —
RDN-LIIF [ 1 6] 5.8M 4471 4381 4303 4228 4157 3636 3322 | 2958 2746  26.12 Bicubic 34.28 33.52 31.55 31.25 31.66
Unet [20] 31.4M 4239 4171 4105 4042 3983 3524 3255 | 2920  27.16 2591 EDSR-LIIF 3530 3455 33.63 33.07 32.42
Resnet50 [21] 4.1M 42.86 42.07 41.35 40.62 39.95 35.17 32.46 29.12 27.11 25.87 RDN-LIIF 3512 34.41 33.56 53:13 32.47
RDSTN (ours) 3.0M 4478 4389 4310 4235  41.62 3634 3320 | 2964 2754  26.18 RDSTN (ours) 35.35 34.62 33.74 33.23 32.59
. ) train: BUSI [273], test: MICCAI USenhance thyroid
Table 2. Ablation study of RDSTN on Local Feature Fusion (LFF) and Global Feature Biciibic 3817 3714 3491 3426 3481
Fusion (GFF). The evaluation is performed on the BUSI testing set to assess the performance of EDSR-LIIF 30 87 38 73 3779 36.86 36.07
these strategies. The best result of each scale is in bold. RDN-LIIF 39.91 38.77 37.76 3690  36.10
RDSTN (ours) 39.99 38.81 37.83 36.96 36.14
Model Settings Module In-distribution Out-distribution train: BUSI [23], test: MICCAI USenhance carotid
LFF GFF x1.2 x1.4 x1.6 x1.8 X2 %3 x4 X6 X8 x 10 Bicibi 38 11 37 14 34.95 3437 3484
84 X X 4865  46.17 4436 4269 4121  36.04 3301 | 2951 2742 2607 ‘ ‘ : : :
S5 X v 4871 4623 4442 4273 4127 3607  33.03 | 2954 2746  26.11 EDSR-LIIF 40.05 38.96 37.90 37.07 36.21
S v X 48.89 4640 4461 4294 4146  36.23 33.13 | 2959 2750  26.14 RDN-LITF 40.08 38.98 37.89 - g | 36.28
G v v 4927  46.62 4478 4310  41.62 3634 3320 | 29.64 2754  26.18 RDSTN (ours) 40.16 39.07 37.99 37.17 36.30
Conclusion

* Our advanced RDSTN effectively tackles the challenges associated with long-range modeling and non-local feature extraction in arbitrary-scale super-
resolution. It streamlines the delicate balance between image quality and field-of-view, showcasing enhanced noise suppression capabilities.

* Testing reveals that RDSTN performs competitively in both metrics and visual quality compared to other methods, yet utilizes fewer parameters.

* Through RDSTN, we can adeptly navigate continuous imaging at suitable depth thresholds.




