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1. Antimicrobial Peptides
➢ Proteins are macromolecules that serve the biological functions of any living 

organism. 

➢ The function of proteins is highly associated with their three-dimensional 

structure. 

➢ An important category of proteins is the antimicrobial peptides (AMPs) that 

play a significant role in guiding drug design, advancing targeted therapies, and 

cancer treatment research.

➢ AMPs particularly favor alpha-helical structures, or alpha-folds, due to their 

ability to disrupt the protective layers that surround cells effectively and their 

structural stability.

2. Antimicrobial Peptide Classification
➢ State-of-the-art AMP classifiers focus on AMP property detection, 

overlooking the structural fold’s valuable insights into AMP function.

Disadvantages

➢ These classifiers rely on a multitude of biological attributes for accurate 

classification resulting in increased computational complexity, potentially 

hindering efficiency and scalability.

                          Solution: Multitask classification on the primary sequence.

3. Multitask Classification
➢ A multitask classifier operates by addressing multiple tasks simultaneously, 

eliminating redundant processes, and optimizing computational usage.

➢ In this case, it efficiently assesses two critical aspects:

▪ The presence of the AMP property within a given sequence,

▪ The decision is whether the sequence exhibits an alpha-helical fold.

alpha-helix

4. Sequence Representation via k-mers Technique
➢ The k-mers technique is a Natural Language Process (NLP) tool that represents 

a sequence of characters as subsequences of length k. It is extensively used 

in bioinformatics too as it can capture local structural and functional 

properties.

➢ By considering both sequence and structural information, this representation 

can provide a more comprehensive understanding of AMPs, enhancing the 

prediction accuracy and functional insight.

5. Multitask Transformer Classifier

➢ For multitask learning, a combined loss function is employed to 

simultaneously optimize predictions for two classification tasks. 

ℒcombined =  𝜆 ∙ ℒ1 + (1 − 𝜆) ∙ ℒ2

where ℒ1, ℒ2, represent the loss calculated for the first and the second

classification task respectively, and 𝜆 is a hyperparameter that controls the 

balance between the two losses.

6. Classification Results

➢ Effect of λ values in multitask classification of AMP (Task 1) and alpha-fold 

(Task 2). Standard deviation is reported in parentheses.

➢ Average classification accuracy for various λ values.
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7. Conclusions

➢ Introduction of a novel multitask classifier leveraging k-mers representation 

and Transformer networks.

➢ Demonstrating competitive performance comparable to single-task 

classification.

➢ Conducted experimental evaluation on real protein data demonstrating 50% 

reduced training times with minimal sacrifice in individual task performance.

➢ A promising solution for resource-constrained environments.
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