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WHY?
1. Can we enhance model performance,

overall and across subgroups?

WHAT?
Novel divergence-aware acquisition

guided by interpretable 
problematic subgroups of data

FSC

We obtain the best performance overall and over subgroups

Alkis Koudounas, Eliana Pastor, Giuseppe Attanasio, Luca de Alfaro, Elena Baralis
Politecnico di Torino, Italy; Bocconi University, Italy; University of California, USA

Evaluation on Intent Classification in English (FSC) and Italian (ITALIC)

2. Is the mantra “The more data, 
the better” true?

Table 1. Mean and standard deviation with three different runs for FSC dataset, wav2vec 2.0 base model. We compare
the results for the original fine-tuning procedure, the two baselines (random and clustering-based) and our divergence-aware
strategy. Best results for each number of considered subgroups K are highlighted in bold. Best results overall are underlined.

K Approach #samples Accuracy F1 Macro ��
max ��

avg�10 ��
avg�20 ��

avg�50 |�avg�all|

- original - 91.58 ± 0.08 86.34 ± 0.13 -70.09 ± 0.26 -70.09 ± 0.26 -65.73 ± 0.49 -53.31 ± 0.19 1.06 ± 0.07

2

random 406 94.26 ± 0.27 91.17 ± 0.86 -54.26 ± 1.14 -53.93 ± 1.17 -53.24 ± 1.12 -52.37 ± 0.55 0.86 ± 0.06
random 226 92.56 ± 0.44 90.25 ± 0.60 -52.20 ± 2.57 -51.11 ± 2.19 -46.61 ± 1.34 -43.98 ± 0.68 0.97 ± 0.02

clustering 406 92.94 ± 0.07 90.82 ± 1.19 -51.81 ± 0.86 -51.22 ± 0.92 -49.99 ± 0.10 -48.52 ± 0.11 1.24 ± 0.09
clustering 226 89.77 ± 0.88 87.02 ± 0.15 -47.37 ± 0.42 -47.34 ± 0.42 -47.23 ± 0.43 -46.75 ± 0.91 0.94 ± 0.04

ours 226 96.55 ± 0.08 94.71 ± 0.12 -40.60 ± 0.35 -40.28 ± 0.36 -38.08 ± 0.36 -32.72 ± 0.28 0.81 ± 0.03

3

random 874 92.21 ± 0.49 90.30 ± 0.55 -64.72 ± 3.07 -62.10 ± 2.49 -56.56 ± 2.32 -51.57 ± 1.88 0.38 ± 0.06
random 382 94.13 ± 0.58 91.51 ± 0.82 -52.99 ± 3.40 -51.92 ± 3.02 -49.39 ± 2.21 -45.98 ± 1.78 0.33 ± 0.04

clustering 874 94.47 ± 0.44 92.23 ± 0.45 -47.33 ± 0.33 -45.83 ± 0.16 -42.73 ± 0.21 -39.72 ± 0.49 0.32 ± 0.03
clustering 382 90.03 ± 0.97 85.30 ± 0.94 -46.40 ± 0.36 -45.02 ± 0.33 -41.59 ± 0.28 -37.79 ± 0.16 0.81 ± 0.02

ours 382 93.62 ± 0.29 92.96 ± 0.46 -42.23 ± 0.12 -42.21 ± 0.11 -41.48 ± 0.11 -33.61 ± 0.07 0.22 ± 0.02

4

random 1046 91.31 ± 0.98 89.48 ± 0.52 -61.85 ± 1.58 -60.72 ± 1.28 -58.08 ± 0.86 -54.83 ± 1.00 1.19 ± 0.03
random 422 92.64 ± 0.27 91.29 ± 0.21 -55.83 ± 2.11 -55.71 ± 2.04 -51.41 ± 1.74 -45.41 ± 1.74 0.39 ± 0.02

clustering 1046 93.28 ± 0.19 91.42 ± 0.18 -52.28 ± 0.63 -51.08 ± 0.58 -48.65 ± 0.40 -45.35 ± 0.44 0.85 ± 0.09
clustering 422 87.72 ± 0.71 83.42 ± 0.48 -47.59 ± 0.25 -46.98 ± 0.21 -45.69 ± 0.12 -43.98 ± 0.09 0.72 ± 0.03

ours 422 95.16 ± 0.11 92.47 ± 0.22 -45.68 ± 0.24 -44.56 ± 0.25 -41.53 ± 0.24 -37.02 ± 0.20 0.15 ± 0.01

5

random 1276 92.01 ± 0.49 91.00 ± 0.65 -67.77 ± 1.96 -66.94 ± 1.55 -65.31 ± 1.23 -62.65 ± 1.19 0.48 ± 0.03
random 509 91.48 ± 0.55 90.27 ± 0.49 -54.82 ± 3.41 -54.75 ± 3.29 -54.69 ± 3.11 -51.12 ± 2.25 0.96 ± 0.08

clustering 1276 92.75 ± 0.21 90.66 ± 0.22 -61.04 ± 0.19 -60.84 ± 0.24 -57.84 ± 0.18 -49.72 ± 0.11 1.33 ± 0.01
clustering 509 91.44 ± 1.41 87.92 ± 1.38 -51.92 ± 0.19 -51.90 ± 0.24 -49.79 ± 0.18 -43.39 ± 0.11 0.45 ± 0.03

ours 509 94.12 ± 0.13 92.57 ± 0.16 -49.33 ± 0.15 -49.29 ± 0.12 -48.11 ± 0.21 -39.01 ± 0.11 0.11 ± 0.02
- all data 4606 93.42 ± 0.17 93.11 ± 0.17 -53.18 ± 0.15 -50.89 ± 0.09 -45.61 ± 0.14 -40.37 ± 0.16 0.37 ± 0.01

speakers. The action and scenario slots determine the intent.
We use the “Speaker” configuration, mirroring FSC’s setup,
with distinct speakers in the train, validation, and test sets.
Metadata. We enrich the datasets with various metadata fol-
lowing the approach described in [7].
Models. We perform fine-tuning on two end-to-end speech
models: the wav2vec 2.0 [13] base model with approximately
90 million parameters on the FSC dataset and the multilin-
gual XLSR model [14] with around 300 million parameters
on ITALIC. We use the initial pre-trained model checkpoints
available in the Hugging Face hub repository [15].
Metrics. We evaluate model performance using the accu-
racy and F1 Macro scores. We also evaluate performance
at the subgroup level. We focus on the subgroup that shows
the most substantial decrease in performance compared to the
overall average, i.e., the highest negative divergence (��

max).
We also compute the average divergence across the top 10,
20, and 50 subgroups with the highest negative divergence
(��

avg�n), as well as the average absolute divergence across
all identified subgroups (|�avg�all|).
Baselines. We evaluate the effectiveness of our method
against two baseline approaches. The first baseline draws
inspiration from [5] and employs an unsupervised clustering
approach. For the baseline, we extract acoustic embeddings
from the audio samples and group them into clusters. We
select the clusters with the poorest performance and acquire
the data points closest to those clusters from the hold-out set.
Note that these clusters lack interpretability since the chosen

data points are not selected based on annotated metadata, e.g.,
“utterances of young men speaking slowly”, but rather on the
distance measured in the embedding space. Thus, this tech-
nique can be used to select data samples from an available
dataset, but it cannot be used to guide data collection or data
acquisition. Given the specific characteristics of our datasets,
we empirically determined that 20 clusters adequately capture
the speech characteristics for FSC, while we used 10 clusters
for ITALIC. Additional discussions on the cluster number
are available in our project repository [10]. The second base-
line approach involves adding instances selected at random
from the held-out data set to the training data.

Experimental setting. For our approach, we acquire all the
samples in the held-out set sharing the same metadata of the
K critical subgroups. For the clustering-based baseline, we
include in the training all the samples of the held-out set that
have as closest-cluster one of the K clusters selected for im-
provement. This yields more data than with our targeted ac-
quisition strategy (due to the narrowness of the latter). We
compare targeted acquisition vs. clustering-based baseline
both by allowing the clustering-based baseline to benefit from
more data, and by assuming that targeted acquisition and clus-
tering baseline can acquire the same amount of data. For the
random baseline, we test two configurations, in which we ran-
domly acquire a number of samples equal to the one acquired
(i) with our technique and (ii) with the clustering one. We
also report the results when we acquire all held-out data.

Table 1. Mean and standard deviation with three different runs for FSC dataset, wav2vec 2.0 base model. We compare
the results for the original fine-tuning procedure, the two baselines (random and clustering-based) and our divergence-aware
strategy. Best results for each number of considered subgroups K are highlighted in bold. Best results overall are underlined.
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models: the wav2vec 2.0 [13] base model with approximately
90 million parameters on the FSC dataset and the multilin-
gual XLSR model [14] with around 300 million parameters
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available in the Hugging Face hub repository [15].
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from the audio samples and group them into clusters. We
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“utterances of young men speaking slowly”, but rather on the
distance measured in the embedding space. Thus, this tech-
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dataset, but it cannot be used to guide data collection or data
acquisition. Given the specific characteristics of our datasets,
we empirically determined that 20 clusters adequately capture
the speech characteristics for FSC, while we used 10 clusters
for ITALIC. Additional discussions on the cluster number
are available in our project repository [10]. The second base-
line approach involves adding instances selected at random
from the held-out data set to the training data.

Experimental setting. For our approach, we acquire all the
samples in the held-out set sharing the same metadata of the
K critical subgroups. For the clustering-based baseline, we
include in the training all the samples of the held-out set that
have as closest-cluster one of the K clusters selected for im-
provement. This yields more data than with our targeted ac-
quisition strategy (due to the narrowness of the latter). We
compare targeted acquisition vs. clustering-based baseline
both by allowing the clustering-based baseline to benefit from
more data, and by assuming that targeted acquisition and clus-
tering baseline can acquire the same amount of data. For the
random baseline, we test two configurations, in which we ran-
domly acquire a number of samples equal to the one acquired
(i) with our technique and (ii) with the clustering one. We
also report the results when we acquire all held-out data.
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