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ABSTRACT

Computational offloading has become an enabling component for
edge intelligence in mobile and smart devices. Existing offloading
schemes mainly focus on mobile devices and servers, while ignoring
the potential network congestion caused by tasks from multiple mo-
bile devices, especially in wireless multi-hop networks. To fill this
gap, we propose a low-overhead, congestion-aware distributed task
offloading scheme by augmenting a distributed greedy framework
with graph-based machine learning. In simulated wireless multi-hop
networks with 20-110 nodes and a resource allocation scheme based
on shortest path routing and contention-based link scheduling, our
approach is demonstrated to be effective in reducing congestion or
unstable queues under the context-agnostic baseline, while improv-
ing the execution latency over local computing.

Index Terms— Computational offloading, queueing networks,
wireless multi-hop networks, graph neural networks, shortest path.

1. INTRODUCTION

The proliferation of mobile and smart devices enables the collection
of rich sensory data from both physical and cyber spaces, leading to
many exciting applications, such as connected vehicles, drone/robot
swarms, software-defined networks (SDN), and Internet-of-Things
(IoT) [1–4]. To support these applications, wireless multi-hop net-
works, which have been traditionally used for military communi-
cations, disaster relief, and sensor networks, are now envisioned
in the next-generation wireless networks, including xG (device-to-
device, wireless backhaul, and non-terrestrial coverage), vehicle-
to-everything (V2X), and machine-to-machine (M2M) communica-
tions [5–7]. This can be partially attributed to the self-organizing
capability of wireless multi-hop networks, enabled by distributed re-
source allocation without relying on infrastructure [8–14]. Addi-
tionally, computational offloading [15–23] promises to improve the
performance and energy efficiency of resource-limited mobile de-
vices by moving their resource-intensive computational tasks to ex-
ternal servers, including remote computing clusters and edge servers
located near the mobile devices [16]. In particular, computational
offloading has become an enabling technology for edge intelligence,
as it is often impractical to equip mobile devices with hardware ac-
celerators due to economic or energy constraints.
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Fig. 1: Challenges in distributed multi-hop offloading: (a) probing:
nodes 1 and 2 query the communication and computing bandwidth
of three servers. (b) offloading: nodes 1 and 2 both select server
A based on collected information, however, such decisions lead to
congestion at both the server A and link (3,A) in execution.

Current studies in computational offloading (also referred as mo-
bile edge computing, fog computing, cloudlets, etc.) mostly focus on
the performance and energy consumption of individual devices [15,
20, 23] under simplified networking assumptions, e.g., servers are
within a single-hop [15, 23]. For offloading in wireless multi-hop
networks [17–22], a centralized scheduler with global knowledge of
the network is often assumed [17, 20]. However, centralized multi-
hop offloading has the drawbacks of single-point-of-failure and poor
scalability, due to the high communication overhead of collecting the
full network state to a dedicated scheduler. Distributed multi-hop of-
floading based on pricing [18,21] and learning [22] only focus on the
capacity of servers, while ignoring the potential network congestion
caused by offloading [19], as illustrated by the motivating example
in Fig. 1. In phase 1 (Fig. 1(a)), nodes 1 and 2 query the capacities
of three servers and the corresponding links with probing packets,
leading them to both conclude that server A offers the fastest execu-
tion. In phase 2 (Fig. 1(b)), nodes 1 and 2 start offloading their tasks
to server A via the blue and red routes decided in phase 1, causing
congestion at link (3, A) and server A since their capacities cannot
simultaneously support the traffic of the two tasks. This problem is
more pronounced for recurrent computational tasks, such as video
surveillance and network traffic analysis. Moreover, the complexity
of managing this issue by negotiation between devices or trial-and-
error can increase exponentially with the number of mobile nodes.

In this work, we develop an intelligent distributed task offload-
ing scheme that can exploit the network context via graph-based ma-
chine learning. Specifically, we build a distributable graph neural
network (GNN) that can encode the network topology and informa-
tion from all links, servers, and tasks in the network into congestion-
aware link weights. Such link weights can mitigate network conges-
tion (unstable queues) by enabling mobile devices to better estimate
the costs of their offloading options in the presence of tasks on other
mobile devices, leading to improved task execution latency.

The contributions of this paper are twofold:
1) To our best knowledge, we present the first low-complexity ap-
proach to integrate network context into fully distributed and near-
simultaneous offloading decisions in wireless multi-hop networks.
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2) Our approach is proved to be able to mitigate congestion while
offloading tasks in simulated wireless multi-hop networks.

2. SYSTEM MODEL AND PROBLEM FORMULATION

We model a wireless multi-hop network as a connectivity graph Gn

and a conflict graph Gc. The connectivity graph is an undirected
graph Gn = (V, E), where V is a set of nodes representing wire-
less devices in the network and E is a set of links in which e =
(v1, v2) ∈ E for v1, v2 ∈ V indicates that nodes v1 and v2 can com-
municate directly. Gn is assumed to be a connected graph, i.e., two
arbitrary nodes in the network can always reach each other. The con-
flict graph, Gc = (E , C), describes the conflict relationship between
links and is defined as follows: each vertex e ∈ E corresponds to a
link in Gn and each undirected edge (e1, e2) ∈ C indicates a conflict
between links e1, e2 ∈ E in Gn. Two links could be in conflict due
to either 1) interface conflict, i.e., two links share a wireless device
with only one wireless transceiver; or 2) wireless interference, i.e.,
their incident devices are within a certain distance such that their
simultaneous transmission will cause the outage probability to ex-
ceed a prescribed level [24]. In this paper, we assume the conflict
graph Gc to be known, possibly by each link monitoring the wireless
channel [12], or through more sophisticated estimation as in [25].

Based on the role of each wireless device, V can be partitioned
into three subsets: M for edge nodes, R for relay nodes, and S
for server nodes. An edge node v ∈ M is a sensor with limited
computing capability and power supply, such as IoT sensors, SDN
routers, phones, wearable devices, drones, or robots. A relay node
v ∈ R is dedicated to communications, such as satellite, fixed, or
mobile relay stations. A server node v ∈ S has richer computing
resources and power supply than edge nodes, but may be located
multiple hops away from the requesting edge nodes.

In this study, we consider a simplified task offloading scenario,
in which each edge node may generate a non-trivial computational
task for processing sensory data. A task jm is a series of similar jobs
generated by an edge node m ∈ M at certain rate, and each job
must be individually processed. In particular, task jm encompasses
the information of the source m, the set of available external servers
Sm ⊆ S, the job arrival rate λj(m), and the numbers of upload
and download data packets per job, respectively denoted as ηu(jm)
and ηd(jm), where η(jm) = ηu(jm) + ηd(jm). A task jm can be
executed locally at its source m or remotely on an external server v ∈
Sm by uploading the data to the server v, and if required, sending
back the results. We define set S+

m = {m} ∪ Sm as the action
space of offloading task jm. We assume that all jobs are atomic,
ηu(jm) ≫ ηd(jm), jobs of different tasks arrive independently, and
the execution time of a job grows by its description length. Finally,
we denote J as the set of all tasks in the network.

We consider a time-slotted medium access control in the net-
work. We model each wireless link e ∈ E as a G/G/1 queueing
system with a first-in-first-out (FIFO) queue, a single server, and
general packet arrival and service processes, where the arrival and
service rates are λ(e) ≥ 0 and µ(e) ≥ 0, respectively. Under this
model, a packet leaves the queueing system when it reaches the other
end of the link. Based on Little’s law [26], if µ(e) > λ(e), the prob-
ability of a link having a non-empty queue is λ(e)/µ(e) and the
expected time of a packet passing through a link is the response time
of the queueing system, 1/(µ(e)−λ(e)). If µ(e) ≤ λ(e), the queue
becomes unstable and will grow infinitely, which is referred as con-
gestion. However, to quantify the level of congestion, we use the
expected time to deplete the queue of a link, Tλ(e)/µ(e), assuming
that new jobs only arrive in the first T time slots. Notice that µ(e)
of a link is generally unknown as it depends on both the average link

rate r(e) and the link scheduling policy. A similar queueing model
also applies to a computing node v ∈ M∪S, i.e., an edge or server
node, except that the service rate µ(v) is known in advance and not
affected by link scheduling. Here, the arrival rate, link rate, and ser-
vice rate are all defined in terms of number of packets per time slot.

We denote the features of links, nodes, and tasks under the fol-
lowing convention unless otherwise specified. For example, vector
rc = [r(e)|e ∈ E ] collects the link rates of all the wireless links,
where superscript c indicates that the dimension of rc equals the
number of nodes in graph Gc, i.e., rc ∈ R|E|. Similarly, vector
µn ∈ R|V| describes the service rates of the node set V in graph
Gn and vector uj ∈ R|J | represents the execution latency (in time
slots) of all tasks. Matrices are denoted by upright bold upper-case
symbols, where Xab is the element at row a and column b of matrix
X, and Xa∗ is the ath row vector and X∗b is the bth column vector.

Formally, the latency-optimal multi-hop offloading problem is
formulated as finding the optimal offload locations sj∗ to minimize
the total expected execution latency across all tasks, 1⊤uj ,

sj∗ = argmin
sj

∑
jm∈J

u(jm,m, sm) (1a)

s.t. sj := [sm|jm ∈ J ] , uj := [u(jm,m, sm)|jm ∈ J ] , (1b)

sm ∈ S+
m, for all m ∈ M , (1c)

uj = fr
(
Gn,Gc,µn, rc,J , sj

)
, (1d)

where u(jm,m, sm) ≥ 0 is the expected latency for task jm being
executed on node sm, and fr(·) is a deterministic function that maps
the network state (Gn,Gc,µn, rc,J ) and decision variables sj to
the expected execution latency of all tasks uj , defined in (1b). fr(·)
captures the effect of the resource allocation policy of the wireless
network, such as the routing and scheduling protocols, on the ex-
pected execution latency of all the tasks under given offloading deci-
sions sj . Problem (1) belongs to the class of generalized assignment
problems (GAPs) [27], which is known to be NP-hard.

We specify the constraint in (1d) with the following resource
allocation schemes commonly found in practice: 1) a contention-
based scheduling policy that offers conflicting links (neighboring
nodes on the conflict graph) with non-empty queues an equal chance
of transmission, e.g., CSMA [11]; and 2) a shortest path routing
scheme that determines the route between source m and an external
server s ∈ Sm for task jm, based on the link weights; an example
of such weights could be the expected time a data packet takes to
pass through a link under the current traffic condition. Note that our
approach can be easily adapted to other resource allocation schemes.

3. DISTRIBUTED TASK OFFLOADING WITH GNNS

We propose to approximately solve Problem (1) by augmenting
distributed greedy decision-making with a trainable GNN. Our dis-
tributed decision framework is based on an extended connectivity
graph, Ge = (Ve, Ee), built by adding virtual nodes and links to the
original connectivity graph Gn as Ve = V ∪ Ṽ and Ee = E ∪ Ẽ .
For each edge or server node v ∈ M ∪ S, there is a corresponding
virtual node ṽ ∈ Ṽ connected to v by a virtual link (v, ṽ) ∈ Ẽ . The
link rate of a virtual link equals to the service rate of node v, i.e.,
r ((v, ṽ)) = µ(v), and the link rate of a physical link remains the
same. We further introduce the line graph of Ge as Gℓ: each vertex
in Gℓ corresponds to an edge in Ge, and an edge in Gℓ indicates that
the two corresponding edges in Ge share a common vertex [28]. The
vector of the extended link rates rℓ ∈ R|Ee| thus captures both the
original link rates rc and original service rates µn.



The distributed task offloading decision, denoted as sj =
h(Gℓ, δℓ,J ), lets each edge node select the offloading location
of minimal cost based on given weights of the extended links δℓ,

sj = [sm|jm ∈ J ] , where sm = argmin
v∈S+

m

c(m, v) , (2a)

c(m,v)=max
[
ηu(jm)β(m,ṽ)+ηd(jm)β(v,m), 2ζ(v,m)

]
. (2b)

In (2), the cost of offloading action v ∈ S+
m, denoted as c(m, v), is

the expected round-trip delay of a job on graph Ge, while β(v1, v2)
and ζ(v1, v2) are the shortest path distance and hop distance between
nodes v1, v2 on the edge-weighted graph (Ve, Ee, δℓ), respectively.
Eq. (2b) says that a job will take at least one time slot to travel
through a physical link, e.g., even if all the data packets of a job can
go across a link within one time slot, they can only be sent over the
next link until the next time slot.

Next, we need to find a link weight vector, δℓ = [δ(e)|e ∈ Ee],
that can be translated to good offloading decisions by the distributed
decision framework h(·) in (2). The baseline approach is to use
the per-packet delay under a contention-free assumption, e.g., δ̄ℓ =
1/rℓ, which, however, only holds for scenarios with only a few tasks
and lightly-loaded task traffic.

We propose to use a distributable GNN to predict a congestion-
aware edge weight vector as δ̂ℓ = f(Gℓ,λℓ, rℓ,Gc;ω), where ω
is the collection of trainable parameters of the GNN, and λℓ =
[λ(e)|e ∈ Ee] assigns the packet arrival rates of tasks to correspond-
ing virtual links, e.g., λ(e) = λ(v) = λj(v)η(jv) if e = (v, ṽ) ∈ Ẽ
and jv ∈ J , otherwise, λ(v) = 0. In step 1, the GNN predicts
the packet arrival rates on the extended links xℓ ∈ R|Ee|, as xℓ =
ΨGℓ(X0;ω), where ΨGℓ is an L-layered graph convolutional neu-
ral network (GCNN) defined on graph Gℓ, and ω is the collection
of trainable parameters. We define the output of an intermediate l-th
layer of the GCNN as Xl ∈ R|Ee|×gl , and the input and output di-
mensions of the GCNN are set as g0 = 4 and gL = 1. The input
node features are defined as X0 =

[
qℓ,wℓ,λℓ, rℓ

]
, where qℓ is an

indicator vector of virtual links, i.e., qℓ = [1Ẽ(i)|i ∈ Ee], and wℓ is
an indicator vector of virtual links for server nodes.

The l-th layer of the GCNN ΨGℓ can be implemented in a fully
distributed manner through neighborhood aggregation as the follow-
ing local operation on an extended link i ∈ Ee (a vertex in Gℓ)

Xl
i∗ = σl

Xl−1
i∗ Θl

0+

Xl−1
i∗ −

∑
e∈N ℓ(i)

Xl−1
i∗√

dℓ(e)dℓ(i)

Θl
1

 , (3)

where Xl
i∗ ∈ R1×gl captures the lth-layer features on link i, N ℓ(i)

denotes the set of neighbors of i in Gℓ, dℓ(·) is the degree of a ver-
tex in Gℓ, Θl

0,Θ
l
1 ∈ Rgl−1×gl are trainable parameters (collected

in ω), and σl(·) is an element-wise activation function of the l-th
layer. Based on (3), the link arrival rate vector xℓ can be computed
in a fully distributed manner through L rounds of local message ex-
changes between i ∈ Ee and its neighbors on Gℓ.

In step 2, the congestion-aware weights for the extended links
are estimated as δ̂ℓ = φ(Gc,Gℓ, rℓ,xℓ, T,K), where function φ(·)
is described by Algorithm 1 and can be implemented in a fully dis-
tributed manner. In Algorithm 1, the service rate of each physical
link, µc

e, is initialized to the worst-case scenario that every neigh-
boring links always contend for transmission. Then, for each link
e ∈ E , the algorithm iteratively updates: bc

e, the probability of link
e contending for transmission due to non-empty queues, based on its
input packet arrival rate xc

e and service rate; pc
e, the expected num-

ber of contending neighbors of link e; and µc
e the service rate of

link e based on the scheduling policy that contending links have the

Algorithm 1 Iterative execution latency estimation algorithm φ(·)
Input: Gc,Gℓ, rℓ,xℓ, T,K
Output: δℓ

1: Get Ac as the adjacency matrix of Gc

2: Get conflict degree vector dc = Ac1c

3: xc =
[
xℓ
e|e ∈ E

]
, µc(0) = rc/(1c + dc)

4: for k ∈ {1, . . . ,K} do
5: bc(k) = min [xc/µc(k − 1),1]
6: pc(k) = bc(k)Ac

7: µc(k) = rc/ [1c + pc(k)]
8: end for
9: µ̂ℓ = [µ̂(e)|e ∈ Ee], where µ̂(e) = µc

e(K) for a physical link
e ∈ E and µ̂(e) = rℓe for a virtual link e ∈ Ẽ .

10: δℓ = [δ(e)|e ∈ Ee], where δ(e) = (µ̂ℓ
e − xℓ

e)
−1 if µ̂ℓ

e > xℓ
e,

otherwise δ(e) = Txℓ
e/µ̂

ℓ
e

same chance of transmission. Lastly, the per-packet latency of the
extended links are updated based on their arrival and service rates.
Empirical task execution latency. Based on Algorithm 1, the em-
pirical per-packet latency of the extended links can also be estimated
as τ ℓ = φ(Gc,Gℓ, rℓ,ρℓ, T,K). Here, vector ρℓ = Γλj captures
the traffic intensities on the extended links, which is determined by
the packet arrival rates of all tasks λj = [λ(v)|(v, ṽ) ∈ Ẽ & jv ∈
J ], and the uploading route indicator matrix Γ ∈ {0, 1}|E

e|×|J |. Γ
is defined as: Γe,jm = 1 if link e ∈ Ee is on the route from m to the
virtual node s̃m of the corresponding offloading action sm = sjm of
task jm, otherwise Γe,jm = 0. The downloading route matrix Γ−

is define as Γ−
e∗ = Γe∗ for all e ∈ E , and Γ−

e∗ = 0⊤ for all e /∈ E .
The empirical execution latency uj can be found as

uj = fu(s
j) = max

[
τ ℓ⊤Γ⊙ ηu + τ ℓ⊤Γ− ⊙ ηd, 21⊤Γ−

]
.

(4)
The empirical task execution latency vectors under the baseline and
GNN-based policies are ūj = fu(s̄

ℓ) and ûj = fu(ŝ
ℓ), respec-

tively, where s̄j = h(Gℓ, δ̄ℓ,J ) and ŝj = h(Gℓ, δ̂ℓ,J ).
Complexity. For distributed execution, the local communication
complexity (defined as the rounds of local exchanges between a node
and its neighbors) of the GNN is O(L + K). For the distributed
decision framework in (2), the distributed weighted single-source-
shortest-path (SSSP) with the Bellman-Ford algorithm [29, 30] and
all-pairs-shortest-path (APSP) with a very recent algorithm in [31]
both take O(|V|) rounds of message exchanges.
Training. The parameters ω (collecting Θl

0 and Θl
1 across all layers

l) of our GNN are trained on a set of random instances drawn from
a target distribution Ω. Based on each instance of the form ε =
(Gn,Gc,M,R,S,J , rc,µn) ∼ Ω, we create the corresponding
extended graph Ge, its line graph Gℓ, λℓ, and rℓ, and run the full
pipeline to get ûj . Since φ(·) and (4) are differentiable, we can
estimate the gradient of the objective o(ω) = 1⊤ûj in (1a) w.r.t. Γ,

∇Γo(ω) = Eε∼Ω

[
∂1⊤ûj(ε)

∂Γ

]
, ∇̂Γo(ω) =

∂1⊤ûj(ε)

∂Γ
. (5)

We then estimate the gradient of o(ω) w.r.t. δ̂ℓ and ω as

̂∇δ̂ℓo(ω) = −1⊤∇̂Γo(ω) +∇δ̂ℓ

(
τ̂ ℓ − δ̂ℓ

)2

/|Ve| , (6a)

∇̂ωo(ω) = ̂∇δ̂ℓo(ω)
[
∂f(Gℓ,λℓ, rℓ,Gc;ω)/∂ω

]
. (6b)

The estimation in (6a) is based on the facts that a modification in
δ̂ℓ would reduce the cost o(ω) if: i) It more faithfully captures the
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Fig. 2: (a) Scale of instances: the numbers of edge nodes, server nodes, relay nodes, and tasks by network size. (b) Task congestion probability
by network size with 95% confidence interval. (c) Average per-task execution latency ratio w.r.t. the baseline policy across network sizes.

empirical per-packet latency τ̂ ℓ (second term), and ii) Aggregated
over jobs, the incorporation of the given link in the corresponding
routes reduces o(ω) (first term). Furthermore, recalling that δ̂ℓ =
f(Gℓ,λℓ, rℓ,Gc;ω), expression (6b) stems from applying the chain
rule. For each sampled instance ε ∼ Ω, ω is updated by stochastic
gradient descent (SGD), ω = ω − α∇̂ωo(ω), where α > 0 is the
learning rate. The training ends based on an early stop mechanism.

4. NUMERICAL EXPERIMENTS

The GNN-enhanced distributed offloading is evaluated on simulated
wireless ad-hoc networks. Each instance in the training and test
sets of the form ε = (Gn,Gc,M,R,S,J , rc,µn) is generated as
follows. The connectivity graph Gn is drawn as a random graph
from the Barabási–Albert (BA) [32] model, and the conflict graph
Gc is the line graph of Gn. The BA model has two parameters:
the number of vertices |V| and the number of edges, ν, that each
new vertex forms during a preferential attachment process. We set
ν = 2, and |V| ∈ {20, 30, . . . , 110}. The relay node set R is se-
lected as well-connected nodes by applying minimal node cut on
Gn. We then cut V into a larger partition Vb and a smaller parti-
tion Vs by solving the minimal cut problem on Gn with the Stoer-
Wagner algorithm [33]. The server set S contains 10% ∼ 25%
of nodes, i.e., |S| = ⌊U(0.1, 0.25)|V|⌉, randomly selected from
Vs − R, and if |Vs − R| < |S| then from Vb − R, where U
stands for uniform distribution. The rest are edge nodes, M =
V \ (R ∪ S). In this way, we make sure that server nodes are
likely multiple hops away from edge nodes. The link rate rce ∼
U(30, 70), for all e ∈ E , and the service rate µn

v are drawn from
Pareto distributions with shape a = 2 and mode q = 100 for v ∈ S
and q = 8 for v ∈ M, and µn

v = 0, for all v ∈ R. The training
and test sets, respectively, contain 2000 and 1000 network instances
(Gn,Gc,M,R,S, rc,µn) generated under the same configuration
but with different sets of pseudo-random seeds. The task set J is
created randomly on-the-fly during training and testing, with job pa-
rameters ηu(jm) = 100, ηd(jm) = 1, λj(jm) ∼ U(0.015, 0.075),
Sm = S, and |J | = ⌊U(0.3, 1)|M|⌉. For each network instance,
we draw 10 random instances of task set J . The scale of simulation
instances by network size is illustrated in Fig. 2(a).

The hyperparameters of our GNN are L = 5,K = 10, α =
10−6, and gl = 32 for l ∈ {1, 2, 3, 4}.1 We limit the arrival of new
jobs to the first T = 1000 time slots, so that the execution latency of
a task is always finite, even if it is congested. A task jm ∈ J is con-

1Training takes 0.5 hours on a workstation with a specification of 16GB
memory, 8 cores, and Geforce GTX 1070 GPU. The source code is published
at https://github.com/zhongyuanzhao/multihop-offload

gested if the queues of any link e ∈ Ee on its route in graph Gℓ is un-
stable, i.e., µ̂ℓ

e < ρℓ
e while evaluating τ ℓ = φ(Gc,Gℓ, rℓ,ρℓ, T,K)

(see line 10 of algorithm 1). If jm is congested, its latency uj
jm

≥ T .
The GNN-based offloading policy is compared against the baseline
and local (all tasks computed locally without offloading) policies,
on a set of 10000 test instances, which is generated by creating 10
random task instances for each network instance in the test set.

The average execution latency and task congestion ratio as a
function of the network size under the tested policies are presented
in Fig 2(b). The task congestion ratio is the ratio between the total
number of congested tasks and the total number of tasks for the 10
random task instances on each network instance. The average ex-
ecution latency under the baseline policy is 288.7 compared to the
GNN-based (18.4) and local (20.4) policies due to its high conges-
tion ratio (up to 14.5% in larger networks). Both the GNN-based
and local policies can avoid task congestion under the test traffic
configuration, whereas the GNN-based policy has the lowest execu-
tion latency across different network sizes, which on average is 9.8%
lower than the local policy.

In Fig. 2(c), we present the boxplot of the average per-task la-
tency ratio of the GNN and local policies w.r.t. the baseline across
network sizes, defined as EJ (ûj

jm
/ūj

jm
) per test instance. This

metric can better describe the effects of a policy on free-flowing
tasks under the baseline, as it is not dominated by the congested
tasks like the average execution latency, e.g., ûj

jm
/ūj

jm
≈ 0 if task

jm is congested under the baseline. The average per-task latency ra-
tios of GNN-based and local policies are respectively 1.91 and 2.24.
It shows that the GNN-based policy is in between the most conser-
vative local policy that prevents congestion by avoiding offloading
altogether, and the baseline policy that offloads tasks aggressively
for faster execution but often causes congestion in the network.

5. CONCLUSIONS

In this paper, we develop a fully-distributed approach for computa-
tional offloading in wireless multi-hop networks. The key idea is to
use graph neural networks to encode the information of computa-
tional tasks, links, and servers across the network into link weights,
which can bring the awareness of other tasks across the network to
distributed offloading and routing decisions that are otherwise ag-
nostic to that information. In this way, we can lower the execution la-
tency of tasks by reducing the congestion in the network. Compared
with traditional methods, where each mobile device estimates the
costs of its offloading options through probing packets, our approach
can better understand the network context at lower communication
overhead. Future work includes improving the training method and
GNN design for better latency and energy performance.

https://github.com/zhongyuanzhao/multihop-offload
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