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1. Abstract
Virtual Bass Enhancement (VBE) refers to a class of digital signal processing algorithms
that aim at enhancing the perception of low frequencies in audio applications. Such algo-
rithms typically exploit well-known psychoacoustic effects and are particularly valuable
for improving the performance of small-size transducers often found in consumer elec-
tronics. Though both time- and frequency-domain techniques have been proposed in the
literature, none of them capitalizes on the latest achievements of deep learning as far as
music processing is concerned. We propose a novel time-domain VBE algorithm that in-
corporates a deep neural network for music demixing as part of the processing pipeline.
This technique is shown to improve the bass perception and reduce inharmonic distor-
tion, i.e., the main issue of existing time-domain VBE algorithms. The results of a per-
ceptual test are then presented, showing that the proposed method is able to outperform
state-of-the-art algorithms both in terms of bass enhancement and basic audio quality.

2. Proposed Method (1)

The figure shows the general block diagram of the proposed VBE algorithm [1]. The
target audio frame x is processed by a Music Demixing Model (MDM) which extracts
S stems. Then, P stems containing low frequencies are filtered by means of Hp(z) and
subtracted from the input frame x and passed through two types of functions: normal-
ization functions φp and Nonlinear Devices (NLDs) fp. The processed stems are finally
weighted by wp and summed back to xf , yielding the bass-enhanced audio frame xe.

xf

Music Demixing Model

xP

x1

HPH1

fPf1

'P'1

wPw1

+

�

�

+

x

xe

. . .

. . .

. . .

. . .

. . .

The overall processing pipeline can be written as follows:

xe = x+

P∑
p=1

(wp fp(φ(xp))− xp) , p = 1, . . . , P .

Music Demixing Model
In our implementation, we select Spleeter by Deezer as MDM [2]. In particular, Spleeter
consists of pre-trained 12-layer U-Nets (one for each stem) employed to estimate spectro-
temporal soft masks suitable to separate single sources [2]. We extract and process just
the bass and drums stems.

Filtering Stage
We employ a 10th order zero-phase forward-backward lowpass filter with cut-off fre-
quency 250 Hz to extract the low end (kick drum and toms) from the drums stem. Zero-
phase filters are considered to avoid phase distortion, which may impair the final result.
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Proposed Nonlinear Device
NLDs are responsible for the harmonic generation that triggers the "missing fundametal"
phenomenon. We propose a novel nonlinear device fPW defined as

fPW(x) :=

{
atsr(x), if x ≥ 0

tanh(2.25x), if x < 0
,

with
atsr(x) := 2.5 tan−1(0.9x) + 2.5

√
1− (0.9x)2 − 2.51 .

Such an NLD combines in a piecewise fashion two known NLDs [3] with the aim of pre-
venting loss of headroom while generating, at the same time, odd and even harmonics.

2. Proposed Method (2)

Normalization and Output Stage
Depending on the amplitude of the input signals, the NLDs risk being mostly visited in
their quasi-linear regions, severely impairing the generation of harmonics [4]. To sort
this issue out, we introduce the normalization functions

φp(xp) :=
βp

max
{∣∣xp[j]

∣∣}k+K−1

j=k
+ ε

xp , p = 1, . . . , P ,

where βp ∈ (0, 1].
Finally, we can write the enhanced audio frame xe referred to our implementation as

xe = x− x1 − x2 + w1 f1(φ(x1)) + w2 f2(φ(x2)) .

The figure shows the Fast Fourier Transform (FFT) magnitude of the difference between
xe and x for two audio tracks considered in the perceptual test. With respect to the
crossover network [3] (one of the baselines), our method generates higher amplitude
harmonics in the mid-frequency range of the spectrum, i.e., those responsible for the
"missing fundamental" effect.

3. Perceptual Test

We run an experimental campaign consisting in two Mean Opinion Score (MOS) tests
(ITU-T Rec. P.800.1.) The listeners were asked to rate excerpts of the songs listed in the
table on a scale of 1 (Bad) to 5 (Excellent) as far as both Basic Audio Quality (BAQ) and
bass enhancement are concerned. Altogether, 30 people participated to the perceptual
test (with an average age of 26 years.)

All the tracks were highpassed at 200 Hz but the "Anchor" which is the highpassed ver-
sion of the "Reference" at 500 Hz. In order to avoid biases due to the perceived loudness,
we applied to all the items first a peak normalization at −1.0 dB and then a LUFS (Loud-
ness Unit referenced to Full Scale) normalization at −14.0 dB LUFS (i.e., Spotify’s setting
recommendations.)

The songs included in the perceptual test are:
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Hence, we propose a novel nonlinear device fPW defined as

fPW(x) :=

{
atsr(x), ifx ≥ 0
tanh(2.25x), ifx < 0

, (3)

which combines in a piecewise fashion the two NLDs: when
the input is positive, the function follows atsr(x); conversely,
when the input is negative, fPW(x) follows tanh(2.25x). The
compression of the function tanh(x) by means of coefficient
2.25 is necessary for guaranteeing the continuity of f ′

PW(x),
i.e., the first derivative of fPW(x). The proposed NLD is thus
designed to comply with all of the aforementioned requirements.
Finally, the characteristic curve of the proposed nonlinear device
(in black) together with tanh(2.25x) (in orange) and atsr(x) (in
blue) are represented in Fig. 2.

It is worth adding that processing one stem at a time not only
prevents inharmonic distortion but also allows us to employ a
different NLD for each single stem, opening up new possibilities
as far as harmonic generation is concerned. In our implementa-
tion, however, we set f1 = f2 = fPW.

C. Normalization and Output Stage

Depending on the amplitude of the input signals, the NLDs
risk being mostly visited in their quasi-linear regions, severely
impairing the generation of harmonics [18]. This is crucially
relevant since different MDMs and filters could produce stems
with significantly different energy. To sort this issue out, we
introduce the normalization functions ϕ1, . . . ,ϕP . Their aim is
to scale the NLD inputs in [−1, 1] regardless of their amplitude,
such that the nonlinearity is fully visited. Many possible nor-
malization functions can be considered. For instance, we may
define such functions as follows

ϕp(xp) :=
βp

max
{∣∣xp[j]

∣∣}k+K−1

j=k
+ ε

xp , p = 1, . . . , P ,

(4)
where ε is a small scalar introduced to avoid numerical problems,
whereas βp ∈ (0, 1] is a real-valued hyperparameter introduced
for further tuning the generation of overtones.

Finally, we can write the enhanced audio frame xe referred to
our implementation as follows

xe = x− x1 − x2 + w1 f1(ϕ(x1)) + w2 f2(ϕ(x2)), (5)

where w1 and w2 are two real-valued coefficients that properly
weight the harmonically-enriched stems. Notice that wp and βp

are free parameters that may be varied to tune the algorithm
according to, e.g., input track, demixing model, NLD, and
transducer under consideration.

Fig. 3(a) shows the Fast Fourier Transform (FFT) magnitude
of the difference between xe and x for the specific case of
12 s from “By The Way” by the Red Hot Chili Peppers, while
Fig. 3(b) from “Get up (I Feel Like Being A) Sex Machine” by
James Brown. Such audio tracks are also part of the perceptual
test that will be described in Section III. The green and red
lines represent the results of the proposed method and crossover
network (one of the baselines considered in Section III), respec-
tively. The proposed processing chain is able to generate new
harmonics in the low region of the spectrum without compro-
mising high-end frequency content. Moreover, with respect to
the crossover network, our method generates higher amplitude

Fig. 3. Examples of the Fast Fourier Transform (FFT) magnitude of the
difference between enhanced and input frames for the proposed (“Ours”) and
crossover network (“Crossover”) methods.

TABLE I
SONGS INCLUDED IN THE PERCEPTUAL TEST

harmonics in the mid-frequency range of the spectrum, i.e., those
responsible for the missing fundamental effect.

III. PERCEPTUAL TEST

In order to compare the proposed method with other tech-
niques available in the literature, we run an experimental cam-
paign employing a web-based software compliant with different
ITU protocols [19]. In particular, we modify the tool for perform-
ing a Mean Opinion Score (MOS) test (ITU-T Rec. P.800.1.) The
listeners were asked first to rate excerpts (12 s long) of the songs
listed in Table I on a scale of 1 (Bad) to 5 (Excellent) as far as
Basic Audio Quality (BAQ) is concerned (Test 1). Then, they
were asked to rate the very same tracks on the same scale as far
as bass enhancement is concerned (Test 2). Specifically, Test 2
is presented to the subjects only after completing Test 1.

The five audio tracks were processed by means of three
different algorithms: the method proposed in this manuscript,
a time-domain method based on a crossover network similar to
the one shown in [5] (later on referred to just as “crossover net-
work”), and the hybrid method proposed in [6], which represents
the state-of-the-art technique. All the algorithms were written in
Python, apart from the hybrid method for which we avail of the
MATLAB code released by the authors [6]. In particular, as for
the implementation of our method, βp takes value in {0.8, 0.9},
whilst wp takes value in {1, 1.5, 2}, according to the specific
stem of each song. For a fairer comparison with the crossover
network, instead, we decided to apply the same weight w1 and
the same NLD employed for processing the bass stem (i.e.,
fPW) considered for our method. While the two time-domain
methods (i.e., the proposed method and the crossover network)
were able to perform stereo processing in real-time on CPU, the
hybrid method in [6] was characterized by a processing time that
prevented it from reaching real-time execution.
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The proposed method is proved to be the best both as far as BAQ and bass enhancement
are concerned.

Audio examples are available. Scan the QR code.
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