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ReTACRED SemEval

BERT 87.66±0.18 91.07±0.26

BERT+MLPs 88.05±0.21 91.31±0.23

Traditional method Observation

Motivation

1) What can be learned when basic MLPs are 
integrated with the transformer structure in PLMs?    

2) Does layer sensitivity exist in the performance 
changes when combining MLPs and PLM?  

3) In the enhancement of PLMs with MLPs, which 
aspect of linguistic information understanding 
is MLPs particularly skilled at improving?

Performance improves when applying
MLPs without structural bias on pre-
trained language models for the relation
extraction task
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the embedding layer are fixed.
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Conclusion
1. Our extensive experiments, encom-

passing 10 probing tasks spanning 3
linguistic levels, demonstrate the sup-
erior performance of our proposed
framework.

2. MLPs can boost PLMs in capturing addi-
tional surface, syntactic, and semantic 
information, with a stronger capacity 
for enhancing the latter two. 

3. When leveraging high-layer represent-
tations from PLMs, MLPs exhibit a 
greater ability to acquire additional 
information. 

4. Our work provides interpretable and 
valuable insights into crafting varia-
tions of PLMs utilizing MLPs for tasks 
that emphasize diverse linguistic 
structures.

In most layers of the probing experiments, combining MLPs with PLM can improve 
the performance of the probing tasks at three different levels.

The ability of MLPs to capture additional language information varies across BERT's middle 
and lower-level layers, while consistently proving beneficial in its higher layers.

MLPs are better at capturing both syntactic and 
semantic information compared to surface one.


