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Motivation and Contribution

• Disentangling body part features and conducting part-to-part 

comparison on the visible body parts is a mainstream solution 

for occluded person ReID. 

• Transformer encoder-decoder model has shown powerful 

capabilities in many vision tasks. However, it fails in adequately 

disentangling body part features with merely global supervision 

for person ReID

• Leveraging external cues such as human pose or parsing to 

locate and align part features has been proven to be very 

effective in occluded person ReID.

• We propose a Teacher-Student Decoder (TSD) framework to 

incorporate the human parsing information into the Transformer 

for occluded person ReID.

Re-Occluded-Duke Benchmark

• Existing occluded person ReID benchmarks utilize occluded 

samples as queries, which will amplify the role of alleviating 

occlusion interference and underestimate the impact of the 

feature absence issue.

• We propose a new benchmark with non-occluded queries, 

wherein positive holistic samples are ignored in the ranking list. 

Part Representation Learning with Teacher-Student Decoder

• Feature distillation loss to transfer knowledge from PTD to SSD:

• Cross-attention machine in Parsing-aware Teacher Decoder (PTD)  

• Cross-attention machine in Standard Student Decoder (SSD) • Mask Generation to preserve model from noisy parsing results 

• Diversity loss to preserve model from extracting identical features
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