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Introduction

Background:
1. Train each probe model by using a single clean LLD
= SER model requires multiple types of acoustic features y using J (e.q. ) Valence 10dB COﬂdItIOn
_ _ _ 2. Evaluate performance with a single clean/noisy LLD mcc1 x
= Each feature has a difference in noise robustness RASTA-bandf14 *
: - . 3. Rank features based on the following criteria: RASTA-band [ 12] hy
= Only using noise-robust features improves an SER RASTA-summ *
_ . 1- Performance 2- Robustness 3- Joint RASTA-band | | *
performance under noisy conditions [Leem et al. ,2022] . RASTA-band[16: i i X
CCC ] CCC,,; —CccC 0.5*Performance + Spaenctrlux | | *
noitsy nowsy clean 0.5*Robust RASTA-band[2 *
ourwork: e | naE :
RASTA- ggnd[l *
= Keep the noise-robust features RAS%E%EE'E&"S} ; ; f
_ B Some features perform better than o
= Enhance the noise-sensitive features using all features in noisy condition! - . Z2h/ES LD
CCC

Proposed Methoa

Selective feature enhancement Robust feature set selection

1. Rank each feature based on the proposed metric

Feature Probe Models
\

[OO?OOHOO?OO][OO?OO] o :
2. Add LLDs in increments of 10% from the bottom to the top to define a weak feature set

(OO0~ 00] (OO0~ 00] (OO~ 0OO0]
(OO0 00] ([0OO0-~-00)] [0OO0-~00]
Y = Consider the rest of the features as robust features

\ Feature 1 Feature 2 Feature N /
l O0O0--00

/

2. Select the weak
SASARSLS 3. Check SER performance with original robust features + enhanced weak features

and robust feature sets

: OO0~00
1. Enhance features
Enhanced feature SER model
= (e.g.) 80% coverage = 80% features are enhanced + 20% features are kept

Speech enhancement : _
module features

@Cat 4. Select the best feature set based on the development set analysis

= | ;
- features = (e.g.) 10dB condition
_ 3. Concatenate them to
K j use it as an input feature s perfO rmance

GAN-based feature enhancement

| Adversarial loss |

s —
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Noisy feature (X)
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Clean feature (x)

= Generator: 4 layers of 512 bidirectional gated recurrent unit (GRU) +

linear output layer SER performance in noisy condition:
enhancing weak features =2 enhancing all the features

= Discriminator: 3 layers of 32 bidirectional GRU + sigmoid output layer

Experiment Settings Results
Emotion Recognition Performance (CCC)

Data preparation
—-ms——

= Use the MSP-Podcast corpus (v1.8) as a clean speech set
= Noisy version of the corpus by directly recording the emotional speech with
Model w/o 0. 278 O 288 0. 097 0. 228 O 262 0. 076 0. 194 O 214 0. 058

non-stational radio noise
= \We collect 10dB, 5dB, and 0dB conditions enhancement
’ ’ DCCRN 0.151 0.138 0.140 0.111 0.087 0.081 0.083 0.068 0.081

Acoustic features ?MGI”_C@ﬁ. 9342 0297 0,110 0227 0247 0111 0168 0.155 _0.073
O 0.117

Interspeech 2013 Computational Paralinguistic Challenge feature set nly using 0364 0385 0.159 0302 0370 0.139 0268 0.321

65 LLDs in the set robust features
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Enhancing all

Emotion Recognition Framework
features

Predict the emotional attribute scores _
| | | o Selective
Use multitask learning approach during training [Parthasarathy, 2017] Ifeature
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1. Feature enhancement > signal-based enhancement

2. Feature enhancement > feature selection

ED [1C ‘ LUSI0T 3. Enhancing all features > Selective feature enhancement
Individual feature analysis (Aro. 10dB)

= Qur selective feature enhancement approach can improve the prediction of
=i speec 1060 Clear improvements

emotional attribute scores under noisy conditions
—TTTTT] with a feature-based

Performance drop after enhancement

= Feature-based enhancement approach leads to clear improvements for the

top-performing features, which compensate for other features when all the
the enhancement

LLDs are combined.
= Some features lead to lower SER performance after they are enhanced by

the feature-based enhancement model
= Not all the features need to be enhanced




