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¹Cai et. al, 2021



01 HyperSkin

Metrics 

❏ SSIM: Structural Similarity Index 
❏ Brightness, contrast and channel structure

❏ SAM: Spectral Angle Mapper 
❏ Angles in the Spectral dimension 
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Challenges02

- Data volume.
- 1024x1024x61 images were too large to fit on the GPU

- Which architecture should we use?
- Metrics will be evaluated mainly on the face

- SAM is more sensitive to background variations 
- How to distinguish the face from the background and improve the model's 

results on the face?
- Differences between channels.

- Some channels are harder to get right than others
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Data volume

Segment 
Anything 
Model ² 

² Kirillov et. al, 2023
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Strategies03
Data volume and architecture 

SAM: the lower, the better

VITMST++ reduced SAM
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VITMST++ increased face SSIM but decreased image SSIM

Data volume and architecture 

SSIM: the higher, the better



Strategies03
Data volume and architecture 

VITMST++ reduced GPU memory use 
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Custom Loss

Face Weight Channel Weight

Focus on improving 
metrics on the face 

Even out the channel 
interpolations
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Custom Loss

Face Weight Channel Weight

Focus on improving 
metrics on the face 

Segments any object given an 
RGB image and a prompt

Prompt: image center point 

Segment Anything Model

70%

30%

face

whole 
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In each validation step we calculate the 
average face error for each channel 

Errors are normalized ]0,1]

Metrics are calculated per channels 
and weighted by their respective 
normalized errors
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In each validation step we calculate the 
average face error for each channel 

Errors are normalized ]0,1]

Metrics are calculated per channels 
and weighted by their respective 
normalized errors 

Channels with greatest errors will 
have greater influence in the loss 
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Custom Loss reduced SAM
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Custom loss

Custom Loss improved SSIM
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Custom Loss VITMST++ performs 
better than MST++  while 
consuming less than 12 GB of 
GPU memory in training



Future Improvements05

- Domain adaptation strategies to improve results on different cameras

- Train for more epochs

- Work on SAM face/background contrastive loss 
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Any questions? Check out our paper!
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