Supplemental

1 Additional results
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Fig. 1. During fine-tuning MIL-VT with APTOS2019 dataset: (left) training and val-
idation accuracy w.r.t steps. (right) training and validation loss w.r.t steps
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Fig. 2. During fine-tuning MIL-VT with RFMiD2020 dataset: (left) training and vali-
dation accuracy w.r.t steps. (right) training and validation loss w.r.t steps



