
1
ISCSLP 2016 - The 10th International Symposium on Chinese Spoken Language Processing, October 17-20, 2016, Tianjin

Improvements on Punctuation Generation 

Inspired Linguistic Features for Mandarin 

Prosody Generation

Chen-Yu Chiang1, Yu-Ping Hung1, Guan-Ting Liou2, Yih-Ru Wang2

江振宇 洪宇平 劉冠廷 王逸如

1Dept. of Communication Engineering, National Taipei University, Taiwan

2Dept. of Electrical Engineering, National Chiao Tung University, Taiwan



2
ISCSLP 2016 - The 10th International Symposium on Chinese Spoken Language Processing, October 17-20, 2016, Tianjin

Introduction

• Prosody generation serves as a function to map from 

linguistic features to prosodic-acoustic features

• Its performance generally depends on two factors: 

ability of the prosody prediction model and use of 

linguistic features

• This paper focuses on the use of linguistic features
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Linguistic Features for Mandarin Prosody 

Generation (1/2)

1. Raw: simply extracted from raw texts: PM, syllable position in a 

sentence can also be extracted

2. WordSeg: extracted after the word segmentation: lexical word (LW) 

length, syllable position in a LW, and LW position in a sentence

3. WordPos: part-of-speech (POS) of each LW

4. G2P: generated by a grapheme to phone (G2P) process: important 

features characterizing properties of Mandarin prosody: tone and 

base-syllable type

5. BasePh: generated by a base phrase chunker [1,2,15], including type 

of base phrase, length of base phrase in syllable/LW, and syllable/LW

position in a base phrase

6. SynTree: tree representation of grammar made from full syntactic 

parsing
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Linguistic Features for Mandarin Prosody 

Generation (2/2)

• The sets BasePh and SynTree comprise higher level 

of syntactic features than shallow syntactic features 

(e.g. POS)

– They generally could improve the performance of prosody 

generation

• The training/performance of the models for the 

feature sets BasePh and SynTree is usually confined 

by the size of available text corpora parsed with 

syntactic tree

– labeling of syntactic tree and base phrase involves time-

consuming human labors with linguistic expertise
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The Previous Proposed Feature – Punctuation 

Confidence (PC)

• The PC measures likelihood of inserting major PMs at LW

junctures into texts

• PC is produced by a conditional random field (CRF)-based 

automatic PM generation model given with PM-removed 

word/POS sequences

• The CRF model can be trained given with large text corpora 

without human labeling

• Generally, word junctures with higher PC are more likely to be 

inserted with pause breaks

• The effectiveness of the proposed approach was confirmed by 

the experiments on a 50K-syllable Mandarin speech corpus 

[1,6]
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The Proposed Feature in this Study –

the Improved PC (iPC)

• The iPC is a modified version the PC [6] (referred to 

as the basic PC, bPC, thereafter)

– considers both insertion of major PM and structures of 

sentences

– sentence structures are highly correlated with prosodic 

phrase (PPh) structures  the iPC may give a better 

prediction of prosodic phrase structures
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The Proposed Feature in this Study –

the Quotation Confidence (QC)

• The QC is generated by a CRF model that predicts 

structures of quoted word strings (i.e. quoted phrase, 

QP) from word/POS sequences

• The QC can be regarded as a statistical linguistic 

feature to measure likelihood of word strings being 

quoted by a left bracket and a right bracket

– Words in the brackets are closely related to constitute a 

larger unit with complex or more specific meanings for 

human language understanding

– less prosodic breaks are inserted within a quoted word 

string emphasized with some variations in prosodic-

acoustic features
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The Design of the Experiment
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The Generation of PC

PM sequence linguistic feature sequence: word/POS 

CRF-based punctuation generator:

type of PM between t-th and (t+1)-th LWs
k-th possible tag (i.e. PM type)

The PC of k-th PM type for each t-th LW juncture

PM sequence can be predicted by

Template function:
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The Design of Prediction Targets
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The Experiment of PC Generation and 

Evidence (1/2)

• The feature templates: contextual LW, POSs, length 

of LW, and the combinations of the above features

• The CRF models were trained by the Acdamia Sinica

Balanced Corpus (ASBC) [18] training set with 

6,625,277 words and the best feature templates were 

tuned by the results on the test set with 2,817,785 

words

• The precision/recall of PM generations on the test set 

for bPC, iPCf, and iPCs are respectively 

94.1%/93.0%, 96.7%/95.9%, and 95.5%/95.3%



12
ISCSLP 2016 - The 10th International Symposium on Chinese Spoken Language Processing, October 17-20, 2016, Tianjin

The Experiment of PC Generation and 

Evidence (2/2)
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Analysis on Quotation

• Type 1 -（）: as enumeration. 

• Type 2 -｛｝: titles of books or article

• Type 3 -〔〕: captions of articles

• Type 4 -「」and『』: contributes most samples (66%) for the QP

predictions  word chunks or base phrases.

• Types 5, 6 and 7 -〈〉【】《》: similar to the Type 2 

• Type 8 - “”: proper nouns, popular phrases, or sentence-like unit

• Type 9 -〝〞: similar to the type 4
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The Design of Prediction Targets
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The Experiment of QP Generation and 

Evidence (1/2)

• Only 0.69% of the ASBC text corpus contributed instances of 

QPs

• To make the CRF models concentrate more on predicting 

QPs, we only selected the sentences with QPs for training and 

testing

• The numbers of QP tokens for training and testing are 

respectively 57,824 and 8,439

• The features for the QC training are words and POSs

• The precision and recall for predicting bQC are respectively 

60.6% and 39.0%

• The precision and recall for sQC are respectively 55.6% and 

52.2%
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The Experiment of QP Generation and 

Evidence (2/2)
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Experiments of Prosody Generation (1/2)

• The treebank speech corpus was used to evaluate 

the usability of the PC and QC in the prosody 

generation

– a training set of 301 utterances (41,317 syllables), a 

development set of 75 utterances (10,551 syllables), and a 

test set of 44 utterances (3,898 syllables)

• The four independent MLPs were trained to predict 

syllable logF0 contour (lf0), syllable duration (Dur), 

syllable energy level (Eng), and inter-syllable pause 

duration (Pau)
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Experiments of Prosody Generation (2/2)

• 28 and 67 features in the set Raw and G2P, 

respectively

• The optimal numbers of nodes in the hidden layer of 

the MLPs and contextual analysis windows for the 

features of WordSeg/WordPos were tuned by the 

development set

• The feature sets bPC, iPCs, iPCf, bQC, and sQC

respectively are composed of 2, 11, 22, 8, and 19 

numerical features (𝜑𝑡,𝑘(𝐗) for some k-th target tags 

of PC or QC at t-th word)
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Objective/Subjective Tests
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Conclusions and Feature Works

• The effectiveness of the proposed iPC and QC 

features were proved to improve the performances of 

Mandarin prosody generation by both the objective 

and subjective tests

• In the future, we will investigate the usability of the 

iPC and QCs in construction of an HMM-based 

speech synthesizer. The prediction capability by 

combining features of the iPC and QCs will also be 

explored
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