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1. IMPLEMENTATION DETAILS

1.1. Dataset

The widely used PASCAL-Part [1] and the large-scale ADE20K-

Part [2] datasets are used to train and evaluate the proposed
method. PASCAL-Part includes PASCAL-Part-58, PASCAL-
Part-108, and PASCAL-Person-Part. Both PASCAL-Part-58
and PASCAL-Part-108 contain 10103 images of varying
sizes, along with 58 (PASCAL-Part-58) or 108 (PASCAL-
Part-108) part-level annotations of 21 semantic object classes,
including the background class. 4998 images are used for
training and 5105 images for testing, following the original
split in [1]. PASCAL-Person-Part contains 3533 images of
multi-person on various scales and with 7 part-level annota-
tions, including the background class. 1716 images are used
for training and 1817 images for testing, following the orig-
inal split in [3} 4, [5]. ADE20K-Part dataset contains 22210
images of different sizes, along with 544 part-level annota-
tions of 150 object- and stuff-level classes as in [6]]. 20210
images are used for training and 2000 images are used for
testing, following the original split in [2]. Also, we follow
the same evaluation metrics of the state-of-the-art and other
well-known part parsing methods [5} [7, (8, |9] by using the
mean Intersection over Union (mlIoU); and applying the same
evaluation strategy.

1.2. Training details

During training, the input images are cropped to 513 x 513
and randomly left-right flipped and scaled with a factor rang-
ing from 0.5 to 2.0 times the original resolution. In the exper-
iments, the learning rate is set to 0.05. The Stochastic gradi-
ent descent (SGD) optimizer with weight decay regularization
le—4 and momentum 0.9 is used. In all the models, the atrous
rates of the ASPP are set to (6, 12, 18) and the down-sampling
stride is set to 16 as in prior works [[10 |5, [7].

2. ADDITIONAL ABLATION RESULTS

To better understand the impact of integrating multi-class
boundaries, we evaluate the effectiveness of incorporating

single-class versus multi-class boundaries. Fig. [T] shows a
qualitative comparison of segmentation results produced by
each approach. Even though single-class boundaries can
refine segmentation results and improve the recognition of
small parts, this approach struggles to distinguish parts with
similar visual features, leading to localized segmentation er-
rors. For example, as shown in the fourth and sixth columns
of Fig.[I] the girl’s arm in the first example, the cow’s body in
the second example and the horse’s head in the fourth exam-
ple were wrongly localized. Additionally, the boundaries of
the dog’s legs in the third example and the horse’s leg in the
last example were difficult to detect. In contrast, using multi-
class boundaries (the fifth and seventh columns in Fig. [I)) led
to noticeable improvements by providing more granular and
detailed boundary information. For example, the girl’s arm,
the cow’s body and the horse’s head in the fourth example
were successfully detected, and the boundaries of the dog’s
and horse’s legs were more accurately predicted.

Memory and Runtime Analysis. We recorded the run-
time and memory usage of AFPSNet with and without multi-
class boundary (MCB) integration, as summarized in Table
The baseline AFPSNet requires 43 hours for training and an
average inference time of 335 ms per image, with a memory
footprint of approximately 24,026 MiB. Incorporating multi-
class boundaries results in a slight increase in training time
to 44 hours and inference time to 339 ms per image, along-
side higher memory consumption of about 27,630 MiB. These
results demonstrate that while MCB improves segmentation
quality, it incurs a modest increase in resource consumption.

3. ADDITIONAL RESULTS ON PASCAL-PART AND
ADE20K-PART DATASETS

Herein the performance of the proposed approach is fur-
ther evaluated on PASCAL-Part-58, PASCAL-Part-108,
PASCAL-Person-Part and ADE20K-Part benchmark datasets
alongside DeepLab v3+ [10]] and the published results from
other multi-class part parsing methods [15,[7} 16l 9} [11]].



AFPSNet

Input GT

SCB (parts)

MCB (parts) SCB (Boundaries) = MCB (Boundaries)

Fig. 1. Qualitative comparison of segmentation results using single-class boundaries (SCB) and multi-class boundaries (MCB)
on the PASCAL-Part-58 dataset. Multi-class boundary integration leads to improved localization and more accurate part seg-
mentation. The figure shows both part segmentation and corresponding boundary predictions.

Table 1. Efficiency comparison between AFPSNet and AFP-
SNet with multi-class boundary integration.

Method ‘ Training Time (hours) ‘ Inference Time (ms/image) ‘ Memory Usage (MiB)

AFPSNet 43 335 24,026
AFPSNet+MCB 44 339 27,630

3.1. PASCAL-Part-58

The segmentation performance of these methods is first com-
pared based on the PASCAL-Part-58 benchmark. Despite
the modest overall mloU improvement achieved by incor-
porating multi-class boundaries, its impact becomes evident
when analyzing performance at a more granular level, i.e.,
per-class and per-part. Closer examination of the class-level
segmentation in Table [2] further shows that the proposed
model achieves the highest mIoU for 6 out of 21 categories
(including background), matching the performance of GRP-
SNet, which achieved the highest overall mIoU. Additionally,
AFPSNet+MCB improves the performance of the baseline,
AFPSNet, in 11 categories, demonstrating its effectiveness
across a wide range of object classes.

The segmentation performance of AFPSNet+MCB on
the dataset, as shown in Table [2] demonstrates varying re-

sults across different object classes, highlighting its strengths
and limitations. AFPSNet+MCB achieves the highest per-
formance for birds, buses, cows, horses, persons, and sheep.
These classes likely exhibit smaller, detailed part structures
such as cow and horse tails, bird legs, and bus wheels, where
the ability of AFPSNet+MCB to delineate boundaries sep-
arately for each part class enhances segmentation accuracy
effectively. However, AFPSNet+MCB performs compara-
bly to the baseline for classes such as cats, and shows lower
performance for dogs, bikes, bottles, plants, and TVs. The
variability in part appearance and positioning within these
classes can limit the ability of the model to leverage multi-
class boundaries effectively. Additionally, classes such as
boats, chairs, sofas, and trains are presented in the dataset as
single entities without distinct internal parts. The weighted
loss function might not prioritise these large, less segmented
classes, leading to reduced performance in these categories.
This indicates that while AFPSNet+MCB excels in classes
with small, detailed parts, its effectiveness decreases with
variability in part appearance and larger classes presented as
single entities.

In Table [3} a comparison is made of the per-part IoU on
the 58 part classes achieved by AFPSNet+MCB, DeepLab
v3+ and the published results from state-of-the-art multi-



class methods [5 17,19, [11]. As can be seen, AFPSNet+MCB
achieves the highest IoU for 19 out of 58 part classes, placing
it second among all compared methods. AFPSNet+MCB
shows especially superior performance in segmenting aero-
plane body, bird leg, bus wheel, car light, cow head/tail,
horse tail, etc., achieving more than 1.0% better than the first
best method GRPSNet. AFPSNet+MCB demonstrates bet-
ter performance in accurately delineating small parts across
various classes, highlighting its efficacy in handling detailed
structures.

3.2. PASCAL-Part-108

The performance of AFPSNet+MCB is further compared on
the PASCAL-Part-108 benchmark. The proposed method is
compared with the DeepLab v3+ [10] and 4 of the multi-class
part parsing methods [3| [7, [9} [13] with the reported perfor-
mances on the mean per-part IoU, as shown in Table il As
can be seen, AFPSNet+MCB is 1.1% better than the baseline
method. Further examination of the class-level segmentation
results shows that the proposed model achieves the highest
mloU for 4 out of 21 categories and improves the performance
of the baseline, AFPSNet, in 15 categories, demonstrating its
effectiveness across a wide range of object classes.

The segmentation performance of AFPSNet+MCB on the
dataset, as shown in Table [4] confirms the observations re-
ported in Table [2| compared to the baseline. AFPSNet+MCB
continues to demonstrate strong performance in accurately
delineating small and detailed parts of objects, such as birds,
buses, and horses. However, AFPSNet+MCB shows lower
performance on classes such as sofas and TVs, which consist
of single parts. This may be due to the weighted loss function,
which may prioritise smaller, more segmented classes. Over-
all, this consistency across different datasets underscores the
robustness and reliability of the proposed approach.

Fig.[2]shows qualitative results comparing AFPSNet+MCB

with DeepLab v3+, GMNet, AFPSNet and GRPSNet. the
proposed method shows overall better segmentation results
with more details of object parts and more accurate bound-
aries. As can be seen, AFPSNet+MCB can better detect and
segment the dog neck in the first column, the plant in the sec-
ond column, the train in the fourth column and the tail of the
small horse in the last column. Additionally, AFPSNet+MCB
can better predict the boundaries of the horse legs in the third
column and the dog ears in the fifth column.

In Table [6] a comparison is made of the per-part IoU on
the 108 part classes achieved by AFPSNet+MCB and these
methods. The results show that the proposed model achieves
the highest mIoU for 44 out of 108 part classes (including
background), placing it second among all compared methods.
AFPSNet+MCB shows especially superior performance in
segmenting bird beak/wing, bus mirror/light, cow tail, dog
ear/neck, horse torso/neck, etc., achieving more than 2.0%
better than the first best method GRPSNet. AFPSNet+MCB

demonstrates better performance in accurately delineating
small parts across various classes, highlighting its efficacy in
handling detailed structures.

3.3. ADE20K-Part

Fig. 3] additionally compares the segmentation results of the
proposed method, AFPSNet+MCB, with DeepLab v3+, AF-
PSNet and GRPSNet on the ADE20K-Part dataset. As can be
seen, AFPSNet+MCB can better predict the boundaries of the
house roof in the second row, the TV and the legs of the pool
table in the fourth row, the aeroplane in the fifth row, the cur-
tain in the sixth row, the building dome in the seventh row and
the wardrobe door in the last row. Moreover, AFPSNet+MCB
shows superior performance in localising parts. For exam-
ple, the car door in the first row, the human head/legs in the
third row and the small dome in the seventh row. The seg-
mentation results of AFPSNet+MCB on this dataset validate
the observations reported earlier in Table 2] and Table ] AF-
PSNet+MCB demonstrate strong performance in accurately
delineating small and detailed parts of objects.

3.4. PASCAL-Person-Part

The segmentation performance of AFPSNet+MCB is further
compared with the DeepLab v3+ and the reported perfor-
mances of the state-of-the-art multi-class part parsing meth-
ods [15 17,16, 9, 111], on PASCAL-Person-Part benchmark. The
proposed approach, AFPSNet+MCB, achieved the second-
highest per-part mloU. Further analysis of the segmentation
results for human parts in Table[5]shows that AFPSNet+MCB
improves upon the baseline AFPSNet in 5 out of 7 categories,
demonstrating its effectiveness across various part classes.
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Table 2. Segmentation performance of mloU on PASCAL-Part-58 benchmark. mloU: per-part-class mloU. Avg.: average
per-object-class mloU.

Method %ﬁ % % E § § z § & g § é é‘) g % % g g ug -é z | mloU Avg.
o S -
DeepLab v3+ [10] || 94.5 46.4 652 53.6 63.7 51.5 67.1 51.6 62.6 38.5 52.6 452 58.6 66.5 725 56.5 554 52.1 460 80.2 61.0| 57.6 59.1
BSANet [5] 91.6 50.0 65.7 54.8 60.2 492 70.1 53.5 63.8 36.5 52.8 43.7 583 66.0 71.6 584 550 49.6 43.1 822 61.4| 582 589
GMNet [7] 927 46.7 664 52.0 70.0 557 71.1 522 632 514 548 513 59.6 644 739 562 562 536 56.1 850 656 59.0 61.8
GMENet [6] 92.6 46.5 66.6 522 70.7 558 71.6 52.7 63.8 51.6 555 51.5 599 64.8 73.7 572 56.5 542 558 85.8 66.4| 59.6 62.2
CSR [8] 919 52.0 649 56.0 61.7 569 72.0 56.9 64.0 363 592 45.1 623 68.6 729 552 569 53.6 435 79.8 63.5| 60.7 60.6
AFPSNet [9] 948 50.9 68.1 557 64.0 57.7 72.0 55.7 65.1 39.8 60.7 446 619 704 728 61.4 583 57.0 464 81.6 63.1| 61.3 62.0
GRPSNet [11] 949 524 683 557 615 589 71.8 55.8 653 37.6 60.3 455 622 71.1 737 61.7 60.2 57.5 48.6 793 63.1| 61.6 62.2
AFPSNet+MCB 947 51.2 67.8 56.1 604 56.6 72.1 56.2 65.1 382 62.1 45.1 613 722 732 61.9 57.2 57.8 448 813 620 61.4 618

Table 3. Segmentation performance per-part IoU on the 58 part classes of PASCAL-Part-58 dataset.

Parts name DeepLab v3 DeepLab v3+ BSANet GMNet AFPSNet GRPSNet AFPSNet+MCB Parts name DeepLab v3 DeepLab v3+ BSANet GMNet AFPSNet GRPSNet AFPSNet+MCB
ToU ToU ToU ToU ToU ToU ToU ToU ToU ToU ToU ToU ToU ToU
background 91.1 90.2 91.6 92.7 94.8 94.9 94.7 cow tail 0.0 1.0 7.9 8.1 21.4 20.9 25.7
aeroplane body 66.6 68.4 70.0 69.6 69.7 70.7 72.4 cow leg 46.1 55.1 534 533 59.2 59.3 59.9
aeroplane engine 25.7 27.8 29.1 25.7 31.0 32.0 31.3 cow torso 69.9 74.0 73.5 77.1 78.3 78.0 78.5
aeroplane wing 335 383 383 342 423 423 40.1 dining table 43.0 43.1 43.7 51.3 44.6 455 45.1
aeroplane stern 57.1 52.6 59.2 572 60.5 61.0 60.1 dog head 78.7 81.7 825 85.0 84.5 84.7 84.1
aeroplane wheel 454 50.5 532 46.8 511 56.2 52.0 dog leg 48.1 50.8 53.8 53.8 56.2 56.3 56.1
bike wheel 78.0 75.7 78.0 81.3 79.8 80.3 80.0 dog tail 27.1 326 31.3 314 39.3 399 37.3
bike body 484 522 534 51.5 56.3 56.2 55.6 dog torso 63.7 62.9 65.7 68.0 67.5 68.0 67.6
bird head 64.6 71.8 74.0 71.1 72.5 74.1 74.7 horse head 74.7 754 76.6 73.9 82.1 83.4 84.2
bird wing 35.1 38.3 39.7 38.6 45 4.5 42,6 horse tail 47.0 472 51.0 50.4 57.2 57.1 60.7
bird leg 29.3 34.1 34.8 28.7 35.9 34.0 36.8 horse leg 55.9 62.3 61.6 59.3 63.9 65.3 64.8
bird torso 66.9 66.8 70.9 69.5 70.2 70.0 70.4 horse torso 70.3 72.8 74.9 739 78.4 8.4 78.9
boat 54.4 64.0 60.2 70.0 64.0 61.5 60.4 mbike wheel 70.9 69.9 71.6 73.5 73.0 74.4 73.5
bottle cap 30.7 289 29.8 33.9 39.6 422 403 mbike body 65.1 71.5 71.5 74.3 72.6 73.0 72.8
bottle body 68.8 70.5 68.6 71.6 75.8 75.6 72.8 person head 83.5 84.8 85.0 84.7 86.2 86.5 86.8
bus window 72.7 74.5 74.8 75.4 78.5 719 715 person torso 65.9 65.9 68.2 67.0 71.3 71.5 71.6
bus wheel 553 55.5 57.1 58.1 58.2 57.0 58.3 person larm 46.9 48.7 52.0 48.6 55.7 56.8 56.4
bus body 74.8 71.6 8.3 79.9 79.6 80.4 80.5 person uarm 515 48.6 54.4 524 58.9 59.7 59.6
car window 62.6 66.7 68.1 64.8 71.2 71.2 71.2 person lleg 38.6 394 435 40.2 46.0 46.2 46.9
car wheel 64.8 72.1 68.5 70.3 71.9 70.7 71.8 person uleg 43.8 445 474 445 50.3 49.2 50.0
car light 46.2 535 53.7 48.4 57.6 58.6 59.8 pplant pot 453 50.0 53.5 56.0 57.3 59.9 55.4
car plate 0.0 0.0 0.0 0.0 0.0 0.0 0.0 pplant plant 524 59.9 56.6 56.4 59.3 60.5 58.9
car body 72.1 76.2 71.0 71.6 78.0 783 78.0 sheep head 60.9 70.8 65.4 70.8 72.1 73.6 73.8
cat head 80.2 82.3 83.7 83.8 85.0 84.9 84.1 sheep leg 8.6 19.3 11.7 14.3 254 25.6 252
cat leg 48.6 473 50.1 49.4 53.2 522 52.6 sheep torso 68.3 73.0 71.6 75.6 735 732 74.3
cat tail 40.2 459 48.8 46.0 49.1 50.2 50.1 sofa 432 424 431 56.1 46.4 48.6 44.8
cat torso 70.3 69.6 72.6 738 73.0 73.9 73.8 train 79.6 82.6 822 85.0 81.6 79.3 81.3
chair 354 38.2 36.5 514 39.8 37.6 382 tv screen 69.5 69.1 73.1 71.0 74.0 739 71.7
cow head 74.3 712 76.4 80.7 83.7 83.0 84.2 tv frame 459 46.3 49.8 54.1 52.1 522 52.3




Table 4. Segmentation performance of mloU on PASCAL-Part-108 benchmark.

per-object-class mloU.

mloU: per-part-class mloU. Avg.: average

) - [} — ) [} 2] =] = a,
E ° I3 k) S 2 » . - = z 2 on & ~ ) ot b5 S g
Method ER £ £ £ : 2 § 5 5 &% 8 & : 2 i 2 £ % B z | mloU Avg.
DeepLab v3 [12] [ 90.9 419 44.5 353 537 47.0 34.1 423 492 354 39.8 33.0 482 488 232 504 43.6 354 392 207 60.8| 413 437
DeepLab v3+ [10] | 94.5 48.8 454 41.6 59.5 49.5 365 453 513 37.3 50.9 44.1 520 545 23.9 558 540 426 474 233 69.7 | 465 489
BSANet [3] 91.6 453 409 41.0 61.4 489 322 433 507 34.1 39.4 459 521 50.0 23.1 524 50.6 37.8 445 20.7 663 | 429 463
GMNet [7] 927 48.0 462 393 692 56.0 37.0 453 52.6 49.1 50.6 60.6 52.0 51.5 24.8 52.6 56.0 40.1 539 21.6 70.7| 458 50.5
GMENet [6] 929 489 473 402 69.6 553 37.8 467 53.3 484 518 501 523 511 274 542 57.8 415 534 243 703 | 463 512
AFPSNet [] 949 504 520 43.8 61.1 52.1 41.1 489 540 380 545 430 550 57.7 254 585 572 445 472 231 73.1| 492 512
GRPSNet [T} 950 51.5 51.5 463 61.6 57.2 442 50.0 553 40.0 564 464 557 589 254 599 56.8 45.7 47.0 237 709| 505 52.4
AFPSNet+MCB [ 949 513 50.6 458 61.7 540 43.1 49.7 549 373 556 463 560 59.9 248 595 60.7 452 468 255 722 503 522
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Fig. 2. Segmentation results on PASCAL-Part-108 dataset. AFPSNet+MCB generates notable results by achieving better part
localisation and more accurate prediction of small parts compared to the other models.



Table 6. Segmentation performance per-part IoU on the 108 part classes of PASCAL-Part-108 dataset.

Parts name DeepLab v3  DeepLab v3+ BSANet GMNet AFPSNet GRPSNet AFPSNet+MCB Parts name DeepLab v3  DeepLab v3+ BSANet GMNet AFPSNet GRPSNet AFPSNet+MCB
IoU IoU IoU ToU IoU ToU IoU IoU IoU ToU IoU ToU IoU ToU
background 90.0 94.5 91.6 9.7 94.9 95.0 94.9 dining table 33.0 44.1 459 50.6 43.0 464 46.3
aero body 61.9 68.1 68.2 61.9 69.5 713 71.9 dog head 60.5 63.1 63.8 64.0 64.9 65.7 65.8
aero stern 532 59.5 54.2 574 61.2 59.8 60.4 dog reye 50.1 50.2 54.1 54.7 585 614 61.4
aero rwing 28.9 383 331 343 40.6 429 40.0 dog rear 54.0 58.0 572 56.8 60.6 60.3 62.8
aero engine 24.7 27.0 26.5 212 29.3 293 30.9 dog nose 63.5 68.2 66.3 66.0 70.1 714 724
aero wheel 409 513 445 515 513 54.3 534 dog torso 58.4 61.0 62.3 63.2 622 64.1 64.0
bike fwheel 784 79.1 75.3 80.2 80.5 80.0 814 dog neck 27.1 27.8 26.2 28.1 30.7 28.5 324
bike saddle 34.1 36.0 31.0 38.0 426 4922 409 dog rfleg 39.2 43.1 4.4 437 449 45.0 454
bike handlebar 233 221 20.6 224 336 329 30.8 dog rfpaw 39.4 44.1 442 437 46.4 488 46.2
bike chainwhell 43 445 36.5 44.1 511 50.9 493 dog tail 24.7 35.8 349 30.8 40.1 40.3 392
birds head 515 67.9 66.4 65.3 68.8 69.3 68.8 dog muzzle 65.1 68.5 69.4 68.9 711 71.5 70.6
birds beak 404 519 47.1 443 58.3 60.8 64.3 horse head 54.4 64.6 57.1 55.9 68.5 67.4 68.1
birds torso 61.7 62.7 65.2 64.8 65.3 65.0 65.7 horse rear 49.7 56.1 511 522 60.3 62.2 62.8
birds neck 21.5 38.1 39.1 284 36.1 39.6 37.6 horse muzzle 61.3 69.4 65.2 62.9 723 722 72.8
birds rwing 359 40.1 39.3 372 413 412 433 horse torso 56.7 622 59.5 60.7 65.1 64.9 66.6
birds rleg 23.5 26.0 26.5 238 27.8 333 318 horse neck 42.1 533 49.6 472 55.2 53.9 579
birds rfoot 139 13.8 11.6 17.7 18.3 21.2 20.0 horse rfuleg 54.1 60.1 57.0 56.4 62.0 63.2 63.4
birds tail 28.1 322 33.0 32.5 34.7 39.7 34.7 horse tail 48.1 534 47.6 514 56.6 594 59.0
boat 537 59.5 61.4 69.2 61.1 61.6 61.7 horse rfho 24.1 172 129 25.3 219 282 289
bottle cap 30.4 319 26.2 334 35.8 39.8 384 mbike fwheel 69.6 720 69.3 73.6 733 75.0 73.7
bottle body 63.7 67.1 715 78.7 68.3 74.6 69.5 mbike hbar 0.0 0.0 0.0 0.0 0.0 0.0 0.0
bus rightside 70.8 748 73.0 75.7 71.6 774 76.4 mbike saddle 0.0 0.0 0.0 0.8 0.0 0.0 0.0
bus roofside 15 139 0.3 135 154 229 18.8 mbike hlight 25.8 23.7 10.6 285 28.1 26.4 255
bus mirror 2.1 8.6 0.3 6.6 154 19.2 21.3 person head 68.2 728 69.7 69.3 74.1 738 74.3
bus fliplate 0.0 0.0 0.0 0.0 0.0 0.0 0.0 person reye 35.1 452 413 387 479 50.0 512
bus door 40.1 432 372 38.1 49.1 520 44.0 person rear 374 488 41.9 414 529 553 54.6
bus wheel 548 49.1 53.1 56.7 57.6 59.5 58.5 person nose 53.0 578 543 56.7 62.2 66.0 65.7
bus headlight 25.6 272 19.9 304 35.7 44.9 48.6 person mouth 489 54.1 49.5 51.3 56.3 60.1 579
bus window 71.8 752 735 74.6 782 77.6 76.8 person hair 70.8 732 723 71.8 749 752 753
car rightside 64.0 68.8 67.9 70.5 724 72.5 7.7 person torso 63.4 67.6 64.3 65.2 69.9 70.2 69.8
car roofside 21.0 15.8 16.1 23 19.3 255 237 person neck 49.7 532 50.9 512 55.1 55.0 55.3
car fliplate 0.0 0.0 0.0 0.0 0.0 0.0 0.0 person ruarm 541 61.1 55.7 574 63.8 63.9 63.9
car door 414 45.1 39.6 93 49.6 49.7 51.0 person rhand 43.0 489 474 441 522 532 53.7
car wheel 65.8 67.8 64.0 70.2 717 734 713 person ruleg 50.8 55.1 523 53.0 57.0 575 57.0
car headlight 429 SL1 494 46.4 517 574 58.5 person rfoot 29.8 31.8 289 313 352 38.1 34.8
car window 61.0 68.8 66.5 65.0 719 71.6 714 pplant pot 436 52.8 50.6 56.0 56.3 56.1 60.5
cat head 739 76.7 75.6 715 7.7 78.5 7.7 pplant plant 429 552 55.5 56.6 58.1 574 60.8
cat reye 58.8 57.1 62.0 62.8 67.3 68.7 68.6 sheep head 456 512 47.0 54.0 529 529 523
cat rear 65.5 67.7 66.8 67.1 70.7 715 713 sheep rear 432 50.6 4117 453 54.1 56.3 56.5
cat nose 403 39.2 412 46.3 469 520 494 sheep muzzle 582 62.6 61.1 64.9 65.1 66.9 63.7
cat torso 64.2 67.0 66.8 68.7 67.9 68.8 68.6 sheep rhorn 3.0 46.9 0.0 54 444 54.1 443
cat neck 28 239 19.8 244 24.0 23.0 25.1 sheep torso 62.6 65.0 66.4 68.8 68.5 69.0 67.1
cat rfleg 36.5 39.6 38.5 39.1 413 41.7 41.1 sheep neck 26.9 34.5 253 30.3 33.6 317 333
cat rfpaw 40.6 425 434 41.7 43.0 449 439 sheep rfuleg 8.6 20.6 174 117 211 163 19.7
cat tail 402 479 426 45.8 47.0 48.9 486 sheep tail 6.7 9.5 1.1 9.1 159 184 244
chair 354 373 34.1 49.1 38.0 40.0 373 sofa 39.2 474 4.5 53.9 472 47.0 46.8
cow head 51.2 66.1 58.2 63.8 66.0 68.3 66.0 train head 53 47 5.6 4.5 5.6 8.1 6.7
cow rear 512 63.9 53.0 60.0 61.7 64.1 65.4 train hrightside 61.9 639 63.5 60.8 64.0 62.5 65.9
cow muzzle 61.2 719 67.2 749 73.9 743 72.5 train hroofside 23.0 22.6 137 211 220 229 274
cow rhorn 28.8 4.7 10.1 44.0 57.6 59.0 53.8 train headlight 0.0 0.0 0.0 0.0 0.0 0.0 0.0
COW torso 634 729 69.9 732 75.1 75.8 76.2 train coach 28.6 352 42.0 314 36.9 352 387
cow neck 9.5 19.9 73 203 26.1 217 26.4 train crightside 15.6 162 19.0 149 18.1 209 174
cow rfuleg 46.5 53.8 49.7 54.8 57.8 58.4 58.5 train croofside 108 20.2 1.0 18.1 15.1 164 2.7
cow tail 6.5 13.6 0.1 13.6 17.6 23.6 26.0 tv screen 60.8 69.7 66.3 70.7 73.1 709 722




Input GT DeepLab v3+ AFPSNet GRPSNet AFPSNet+MCB

Fig. 3. Segmentation results on ADE20K-Part dataset. The proposed AFPSNet+MCB model shows overall better segmentation
results with better part localisation and more accurate boundaries compared to other methods.
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